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The cover illustration shows the far field intensity distribution of a
Gaussian beam that has encountered a 19-segment phase plate with an
effective dimensionality of 65. This phase plate was made out of
confectionery and put atop a cake in honor of Professor Han
Woerdman’s birthday, and thus was a “pie phase plate” in the most
literal sense.
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1
Introduction

Two photons can be put in a state in which their collective wave function cannot
be expressed as the product of two individual wave functions. One example, in the
orthonormal basis |H〉 , |V〉 of horizontal and vertical linear polarization, is

Ψ12 = a |H〉1 |V〉2 + b |V〉1 |H〉2 , (1.1)

where |a|2 + |b|2 = 1. Such states are called entangled and have been responsible for
much interesting theoretical and experimental research throughout the 20th century,
including the entire field of quantum information processing. The signal and idler
photons of a down-conversion process form an entangled pair, as long as they cannot
be distinguished in any way.

Polarization entanglement of photons is called two-dimensional, because the states of
the individual photons can be fully described in the two-dimensional linear polariza-
tion state space.

Photons also carry orbital angular momentum (OAM), or more accurately, can exist in
a mode that carries OAM. This mode is a linear combination of states with a quantized
OAM of lh̄, where l = 0,±1,±2, . . . ,±∞. There is thus an infinite number of OAM
eigenstates, compared to only two polarization states. The orbital angular momentum
of a photon expresses itself physically in the azimuthal phase profile of the associated
mode [3].
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In 2001, Mair et al. [10] demonstrated the first multidimensionally entangled photon
states, using the three lowest-order OAM modes l = −1, 0, 1. In general, OAM entan-
gled states can be written as an inseparable two-photon wave function of the form

Ψ12 = ∑
l

al |l〉1 |−l〉2 , (1.2)

where ∑ |al |2 = 1 and |l〉 denotes the eigenstate with orbital angular momentum
lh̄. This entangled wave function can be projected onto the infinite-dimensional space
spanned by the OAM eigenstates, and is therefore called multidimensional. Orbital
angular momentum is conserved in down-conversion, so the signal and idler photons
of a down-conversion process can also be used to generate pairs of photons in an
entangled OAM state.

Recent work has concerned analyzers for measuring the projection of OAM entangled
states onto pure OAM states. At the heart of such an analyzer is a phase plate1, a
transmission or reflection element that performs a certain azimuthal phase operation
on an incident electromagnetic field. The phase plate changes the OAM state into a
different input state, which is a linear combination of OAM eigenstates. The projection
of the resulting input state onto the |0〉 state is then measured using a single-mode
fiber. The latter only supports modes with zero OAM, which correspond to Gaussian
modes.

The desired projection can be selected by choosing an appropriate phase plate. Any
phase plate has a set of coupling coefficients Pl which represent the probability of a
photon’s orbital angular momentum increasing by lh̄. Alternatively, when a Gaussian
passes through a phase plate and is transformed into a linear combination of OAM
eigenstates, Pl is the square of the magnitude of the |l〉 component.

Although the OAM space is infinite-dimensional, no analyzer can address all dimen-
sions at once. In [13] a measure called the effective dimensionality is introduced which
represents the number of dimensions of the space that an analyzer can effectively ad-
dress. It is equal to:

Deff =
1

∞

∑
l=−∞

P2
l

. (1.3)

If the distribution of the coupling coefficients is narrow, with a high peak, then ∑ P2
l

will be close to 1. If the distribution is wide, it will become smaller, yielding a higher
effective dimensionality. Applying this measure to the case of polarization eigenstates,
we have PH = 1

2 , PV = 1
2 , and thus Deff = 2.

1The phase plate does not have to be an actual plate; as in several of the experiments described in [12],
it could also be a phase hologram. However, in light of recent work, we will speak of a phase plate
here.
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Figure 1.1: Sketch of an experiment for measuring the effective dimensionality of an
analyzer [13].

The effective dimensionality of an analyzer can be measured experimentally. Figure 1.1
shows the experimental setup that is used to determine Deff. Monochromatic light in
a fundamental Gaussian (zero OAM) mode passes through a phase plate oriented at
angle α′ (effectively a mirrored analyzer) and is then coupled into an analyzer with
the same phase plate oriented at angle α. The intensity is measured as α is rotated
full circle, and the effective dimensionality is equal to 2π times the inverse of the area
under the intensity curve as a function of α− α′ [13].

In previous experiments, the phase plate has always been a physical structure carry-
ing an immutable phase operation. Recently, programmable devices have been de-
veloped which allow an arbitrary phase profile to be imprinted onto a field. This re-
search concerns the characterization of one such device, a micro mirror array (MMA)
made available by the Fraunhofer Institute for Photonic Microsystems under the name
MEMS Phase Former Kit. It consists of a 240× 200 array of 40× 40 µm mirrors, which
can retract individually up to a distance of about 350 nm. This makes it possible to
control the phase of an incident light beam in the visible range by assigning a phase
difference between zero and 2π radians to each pixel individually.

Furthermore, the suitability of this MMA as a dynamic replacement for the static
phase plate in an analyzer will be investigated. The author builds upon Johan de
Jong’s results [4, ch. 4], by examining the influence of polarization, anti-aliasing, and
how diffraction from the mirrors’ mechanical structure causes effects not found in
static phase plates.
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2
Phase plates and orbital angular

momentum mode expansion

Several types of phase plates are relevant to this research, either because there is an
interest in using them in entanglement experiments or because they are suitable for
use in characterizing the MMA. A brief analytical description of each of these will
be visited, in order to lay a mathematical foundation for the far-field experiments
conducted later on.

A phase plate can be a transmission or reflection element, performing a phase oper-
ation by means of a variation in thickness or index of refraction in the former case,
or a variation in surface height in the latter. We will consider reflective phase plates
in this chapter, but without loss of generality. In addition, only angular phase plates,
i.e., plates in which the imprinted phase function is purely a function of the azimuthal
coordinate θ, will be examined.

A phase plate can be usefully characterized by studying the far-field intensity distri-
bution of the light that emerges when a Gaussian beam is incident on it. Each phase
plate can be described by an azimuthal transfer function H(θ) and thus the far-field
intensity distribution of a given input field Ein(r, θ) is given by1:

IFF(R, Θ) ∝ |F {H(θ)Ein(r, θ)} |2. (2.1)

1Note that the capital letter pairs X, Y and R, Θ indicate the Fourier-transformed (far-field) Cartesian
and polar coordinates respectively, and the lowercase pairs x, y and r, θ indicate the near field.
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Unless stated otherwise, we will consider a Gaussian input field with a flat phase
front, 1/e radius w, and complex amplitude E0:

Ein(r) ∝ E0e−r2/w2
. (2.2)

Since the phase plates under consideration only perform azimuthally dependent phase
operations, the output field H(θ)E(r) is separable.

The azimuthal component of any electromagnetic field can be written as a linear com-
bination of orbital angular momentum (OAM) modes. This is important in entangle-
ment experiments, where we wish to use the phase plates as mode converters. We can
decompose the output field of each phase plate into OAM eigenstates by writing the
near field, expressed in polar coordinates, as a complex Fourier series in e−ilθ ,

E(r, θ) =
∞

∑
l=−∞

clEin(r)e−ilθ , (2.3)

where:

cl =
1

2π

∫ 2π

0
H(θ)eilθdθ. (2.4)

Since the near field is separable, cl is effectively the complex Fourier series of H(θ),
and the Fourier term e−ilθ coincides with the orbital angular momentum eigenmodes.
The coupling coefficient Pl , or the probability for each photon with orbital angular
momentum 0 to be converted to l, is equal to:

Pl = |cl |2. (2.5)

The effective dimensionality can then be calculated using (1.3).

2.1 Constant phase plate

The constant phase plate is a trivial case, used to examine the far-field effects of the
MMA’s diffracting structure in section 4.2. It is simply a flat surface which imparts a
constant phase delay on the entire beam and thus is indistinguishable from no phase
difference at all. Its transfer function is H = 1; it does not change the OAM, thus
Pl = δl0, where δ is the Kronecker delta; and the far field is identical to the case of no
phase plate:

IFF(R) ∝ π2w4|E0|2e−2π2w2R2
. (2.6)
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Figure 2.1: A Heaviside phase plate. The plate has a height dislocation h along one
axis which causes a phase dislocation proportional to h/λ along one axis
of an impinging electric field.

2.2 Heaviside phase plate

The Heaviside phase plate is named for the Heaviside step function, which its cross-
section resembles. It is a flat plate with half of it raised by a height h, creating a
dislocation in the center (see figure 2.1). In this case it is more convenient to consider
the problem in Cartesian coordinates. The Heaviside phase plate adds a phase of
φ ∝ h/λ to one half of the beam:

H(x) =

{
1, x < 0

e−iφ, x ≥ 0.
(2.7)

The far-field intensity of a Gaussian beam after a Heaviside phase plate is given by

IFF(X, Y) ∝ 2πw4|E0|2e−2π2w2Y2
(π

4
(1 + cos φ)e−2π2w2X2

−
√

π sin φ e−π2w2X2
D(πwX) + (1− cos φ)(D(πwX))2

)
, (2.8)

where D(x) is the Dawson integral (A.6). This expression is derived in appendix A.1.

For the special case that φ = 0 (i.e. a constant phase plate), (2.8) reduces to the far field
of the original Gaussian, eq. (2.6). When φ = π/2, (2.8) can be factored as:

IFF(X, 0) ∝ 2πw4|E0|2
(√

π

4
e−π2w2X2 − D(πwX)

)2

. (2.9)

When φ = π, the far field consists of two equal peaks:

IFF(X, 0) ∝ 4πw4|E0|2(D(πwX))2. (2.10)
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Figure 2.2: Cross-section of the far-field intensity distribution of a Gaussian beam that
has encountered a Heaviside phase plate, for various values of the phase
dislocation φ.
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Figure 2.3: A spiral phase plate of height h. The plate has a helical ramp in which the
height increases linearly from 0 to h.

These three cases are illustrated in figure 2.2.

As an OAM mode analyzer, an HPP with a phase step of φ = π has, according to (2.5),
coupling coefficients of

Pl =

0, l even
4

π2l2 , l odd,
(2.11)

which sum to an effective dimensionality of 3, by (1.3).

2.3 Spiral phase plate

The spiral phase plate imparts a helical phase onto a beam. It is shaped like a screw,
with a dislocation of a certain height h (see figure 2.3). We define the vorticity Q [12,
p. 22] of a spiral phase plate as h/λ.

For large Q and large λ, a spiral phase plate with the appropriate surface height
may become impracticable since h must then become very large. However, the same
effect on the field’s phase can be produced by taking the phase modulo 2π, the phase
analogue of a Fresnel lens’ discontinuous curvature:

H(θ) = e−i(Qθ mod 2π) = e−iQθ . (2.12)

An expression for the far field intensity distribution of a Gaussian beam after passing
a spiral phase plate with integer Q is derived in appendix A.2:

IFF(R) ∝ 1
4 |E0|2π5w6R2e−π2w2R2

(
I(|Q|−1)/2( 1

2 π2w2R2)− I(|Q|+1)/2( 1
2 π2w2R2)

)2
, (2.13)
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Figure 2.4: Radial section (constant θ) of the far-field intensity distribution of a Gaus-
sian beam after encountering a spiral phase plate of integer vorticity Q.

where Iα(z) denotes the modified Bessel function of the first kind. A radial section of
this intensity distribution is illustrated in figure 2.4 for different integer values of Q.

An SPP with fractional Q produces a more complicated far-field pattern and an ana-
lytical expression is not derived here. However, the decomposition of the near field
of an SPP into OAM modes by eq. (2.5) is simpler. For Q ∈ Z, we have the trivial
expression Pl = δlQ, where δ is the Kronecker delta. For SPPs of half-integer vorticity,
we have, by eqs. (2.4) and (2.5),

Pl =
1

π2(l −Q)2 , (2.14)

and, by (1.3), an effective dimensionality of 3.

The spiral phase plates used in previous experiments were manufactured at Philips
using a process described in [12, pp. 46–47]. The phase plates are not currently used
in any research by Philips, but are convenient to manufacture there, since the same
process is also used to manufacture certain lenses, and because of the contacts between
Philips and the Quantum Optics and Quantum Information group.

12



Figure 2.5: Pie slice angles αn of a pie phase plate.

2.4 Pie phase plate

The pie phase plate is composed of N ‘pie slices’ with phase π. For any N, there is a
certain combination of pie slice angles αn, where 0 ≤ n ≤ 2N − 1, which maximizes
the effective dimensionality Deff. For the mathematics to come, it is useful to define
α0 = 0. The angles αn are illustrated in figure 2.5.

The transfer function of a pie phase plate is:

H(θ) =

{
(−1)n, αn−1 ≤ θ < αn, 1 ≤ n < 2N − 1

1, α2N−1 ≤ θ < 2π.
(2.15)

An expression for the far-field intensity distribution of a Gaussian after a pie phase
plate with an arbitrary number of slices N and arbitrary angles αn is derived in ap-
pendix A.3. Its coupling coefficients Pl are given by

Pl =



(
1 +

1
π

2N−1

∑
p=1

(−1)pαp

)2

, l = 0

1
π2l2

∣∣∣∣∣2N−1

∑
p=0

(−1)peilαp

∣∣∣∣∣
2

, l 6= 0,

(2.16)
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Figure 2.6: Effective dimensionality of the optimized pie phase plates with N slices [2].

from which the effective dimensionality can obviously only be calculated numerically.
For N = 2 through N = 10, the angles αn have been approximated by a Monte
Carlo simulation [2]. The effective dimensionalities of these optimized phase plates
are shown in figure 2.6. For N = 1 there is an analytical solution [13], α1 = π/2 or
3π/2. In this case, eq. (2.16) reduces to

Pl =


1
4 , l = 0

2
π2l2 (1− cos 1

2 πl), l 6= 0,
(2.17)

which yields an effective dimensionality of 6. This means that its dimensionality is
higher than that of the Heaviside phase plate (section 2.2) with φ = π. Note that the
latter is a special case of the pie phase plate with N = 1 and α1 = π.
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3
The micro mirror array

The micro mirror array (MMA) is a chip with an array of mirrors that can be retracted
individually while remaining parallel to each other. Thus the MMA can mimic the
effect of any phase plate, changing the optical path length locally by reflection from a
surface with an arbitrary height profile.

3.1 Characteristics

The individual mirror units are 40 µm× 40 µm in size and are placed in an array of
240 × 200, or 9.6 mm × 8.0 mm. Each mirror can be retracted a certain distance h,
causing a phase shift of 4πh/λ in light of wavelength λ. The manual states that the
maximum deflection of each micro mirror is h = 320 nm, meaning that a phase shift of
2π at the helium-neon wavelength (λ = 632.8 nm) can be achieved with just 4 nm to
spare. Measurements indicate that the maximum deflection is slightly larger (see 4.6).
The mirrors are controllable by an 8-bit D/A converter, meaning that there are 256

possible steps, each smaller than 2 nm.

Each mirror is connected to support posts by four hinges that act as springs. Its
position is controlled by electrostatic attraction to individually addressable electrodes
[15] (see figure 3.1). The mirrors do not occupy the entire 40 µm cell, as the hinges
and the support posts take up some space (see figure 3.2). The entire surface is made
of an aluminum alloy.

De Jong [4, pp. 19–21] measured interferometrically that the planarity of the MMA
was about λ/3 or 211 nm, which is slightly worse than the specified value of λ/5.
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Figure 3.1: Schematic diagram of an individual micro mirror element (adapted from
[15]).

Figure 3.2: Image of the surface of several micro mirror elements (from [5, p. 6]).
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The technology of such devices is still very much in development at the time of writing
and this is exemplified by one practical problem that has not yet been solved. The
mirrors cannot maintain their deflection constantly; instead they must be operated in
a cycle, where toff ≥ 17ton and 1 ms ≤ ton ≤ 1 s, where ton and toff represent the
time during which the mirrors can maintain their deflection, and the time in between
deflections, respectively. This problem of limited on-time seemed at first to be the
largest obstacle to the productive use of the MMA in an experiment.

3.2 Related software and hardware

The MMA is supplied with controller software, and can also be controlled through
an ActiveX interface from any programming language that supports ActiveX. It was
decided to write a LabVIEW controller program using the ActiveX interface, so that
phase plates could be generated on the fly (which the existing controller software does
not support). This way, it was also possible to control both the MMA and a camera
using a single program.

LabVIEW turned out to be extremely suited to our goal. However, the latter was
only partly achieved. The experiment started out using a CCD camera (Apogee Alta
u1 model) which was completely controllable through an ActiveX interface. How-
ever, its CCD chip is covered by a glass window that introduces etalon effects at the
helium-neon wavelength. Therefore, the Spiricon usb l320 beam profiler was used as
a camera, but its ActiveX interface was slow when transferring large images, and it
could not control the camera directly. The ActiveX interface could only control the
camera through the software (LBA-USB) supplied with it. Therefore, functions avail-
able in LBA-USB were not duplicated in the LabVIEW program, since it was necessary
to use both programs anyway.

The limited on-time problem can be circumvented by setting the camera’s exposure
time to ton and triggering the exposure at the same time that the MMA’s cycle starts.
This was easily achieved using hardware: the MMA provides an output port that is set
to High whenever a pattern is applied to the MMA and Low at all other times. This
signal can simply be connected to the trigger input port of either camera.

Also, according to the Fraunhofer Institute for Photonic Microsystems, it is possible to
deactivate a safety mode on the MMA which will allow on-times of up to two minutes,
suitable for entanglement experiments where the entangled photons originate from
the weak signal and idler beams of a down-conversion crystal. A two-minute on-time
would require a recovery time of 34 minutes, but since the phase patterns can be
programmed automatically using the MMA’s LabVIEW interface, such an experiment
could be run without human intervention.
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Apogee Spiricon
Software LabVIEW program, which controls both the

camera and the MMA through their respec-
tive ActiveX interfaces.

LabVIEW program controlling the MMA,
and supplied imaging software LBA-USB
controlling the camera. A limited set of
functions in LBA-USB can be controlled
from LabVIEW.

Exposure time 10 ms–1 s (upper limit imposed by MMA) 1 ms–330 ms
Resolution 768× 512× 16 bits 1616× 1216× 12 bits
Pixel size 9 µm× 9 µm 4.4 µm× 4.4 µm
Required filter 10−4 ND (thick plate) 0.1 ND (attached to camera)
Triggering 3 V TTL input 3 V TTL input
Analysis 570 ms internal processing time at maxi-

mum image size. Fast data export to Lab-
VIEW.

Width and intensity analysis of Gaussian-
shaped beams; horizontal and vertical cross-
sections. Fast internal processing time, but
data export to LabVIEW very slow at maxi-
mum image size.

Other remarks Cover glass causes etalon effects. —

Table 3.1: Comparison of cameras used in imaging systems in combination with the
MMA

3.3 Step-by-step introduction to the LabVIEW program

The definitive version of the LabVIEW controller program, MMACameraController.vi,
was written for the Spiricon CCD camera. The Spiricon camera’s software, LBA-USB,
unfortunately makes it impossible to change certain settings automatically from out-
side the program. Therefore, this section will cover all the steps that must be taken to
use the LabVIEW program along with LBA-USB to image the MMA.

The program starts with an initialization screen. The user can set the wavelength (in
nm) of the laser light used to illuminate the MMA; the deflection heights of the phase
plates are automatically calculated appropriate to the wavelength.

The setting “Exposure time” (in s) controls the on-time and off-time of the MMA. This
setting must be set separately in LBA-USB. It is the unlabeled fifth control from the
left on the top toolbar in LBA-USB and it is in ms. To check whether it is the correct
control, hover the mouse over it; it will show a tooltip that says “Camera Exposure”.

In order for the MMA drivers to work, the path to the chip configuration file must be
specified in the appropriate field. This file is called VC1583-03-02.ccf and is installed
along with the MMA drivers.

The camera settings, which cannot be controlled from the LabVIEW program, must
also be correct. Aside from the exposure time, the resolution must be set and the
triggering mode must be turned on. These settings are accessible from “Options”
→ “Camera...” in LBA-USB. Set the resolution with the drop-down menu labeled
“Format” or customize it with the “xOffset, yOffset” and “Width, Height” boxes. Make
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sure the “Input” box under “External trigger” is checked in order to put the camera
into triggering mode.

The camera must be calibrated at the start of every experiment. Block the beam and
press the “Ultracal!” button in LBA-USB’s menu bar and the camera will automatically
calibrate itself. Make sure the correct camera resolution and exposure time are set,
because the camera must be recalibrated each time those settings are changed.

Press the “Start!” button in LBA-USB’s menu bar to start capturing images. LBA-USB
will wait for the trigger signal, so return to the LabVIEW program. The LabVIEW
program’s settings can be saved to a configuration file so that the user does not have
to reset them every time he or she runs the program; additionally, checking the “Au-
tomatically load configuration from file” box before running the program will skip
the initialization step altogether and run the program the last-saved (not last-used)
settings. Press the OK button when finished with the settings.

The LabVIEW program’s main interface will then appear (figure 3.3.) At upper left
are the controls for selecting the deflection pattern (i.e., phase plate) to apply to the
MMA. The pull-down menu at top lets the user choose between a constant phase plate,
a Heaviside phase plate, a double Heaviside phase plate, a spiral phase plate, a pie
phase plate, or an arbitrary phase plate in the form of a 240× 200 BMP file, with 8-bit
color.

The “Use calculated deflection distance” box allows the user to choose a phase differ-
ence other than π (for a Heaviside phase plate or a pie phase plate) or 2π (for a spiral
phase plate). Checking the box will enable the “Path difference” control, which con-
trols the height of the dislocation in said phase plates. The area below that contains
controls specific to each type of phase plate. The controls appropriate to the phase
plate currently selected in the pull-down menu are shown.

At lower left is the visual feedback from the MMA driver, showing the pattern that is
currently programmed into the MMA. The phase plate data is not sent to the MMA
until the user presses “Send to MMA”. To switch between false color and grayscale
displays, right-click on the MMA display and select the color scheme from the menu.

The four buttons in the box marked “Alignment phase steps” are for convenience dur-
ing the alignment process. They send horizontally and vertically oriented Heaviside
phase plates to the MMA, with a phase difference of π calculated for the appropriate
wavelength, without having to press “Send to MMA”.

Press “Download image” to transfer the current image in LBA-USB to the LabVIEW
program. Be aware that this is slow at high resolutions. The image is then displayed
at right. The graph below that displays a cross-section of the image, from the yellow
cursor to the red cursor; drag the cursors and the cross-section will automatically up-
date. To change the vertical scale of the cross-section, e.g. for examining the intensity
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Figure 3.3: Screenshot of the LabVIEW program’s main interface. The various ele-
ments are explained in the text.
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minimum in a Heaviside phase plate pattern, click on one of the numbers on either
end of the scale and type a new limit.

Press “Pause” to pause the MMA and “Stop” to shut it down. Do not abort the
LabVIEW program without pressing “Stop”, or the MMA will not power down cor-
rectly.
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4
Preliminary experiments

Although the primary goal of this work was to investigate the MMA’s ability to mimic
the phase plates described in chapter 2, many other experiments were carried out, ei-
ther to gain a good understanding of the device’s characteristics, or to investigate phe-
nomena, such as diffraction effects, that came up in the course of other experiments.
This chapter will discuss the experimental apparatus used; the effects of diffraction,
polarization, and aliasing; and the practical concerns of aligning and calibrating the
setup.

4.1 Far-field imaging setup

Most of the experiments described in this and the following chapter involved exam-
ination of the far field of a Gaussian beam the MMA. This was achieved with the
experimental setup of figure 4.1. A helium-neon laser of wavelength λ = 632.8 nm,
with an output power of roughly 0.35 mW and a beam radius of 256± 1 µm, was used
to illuminate the MMA. The beam first passed through a variable beam expander (be)
set to 8× magnification.

The beam expander was also used to collimate the beam, by fine-tuning one of its
lenses. The beam’s Rayleigh length was of the order of several meters, i.e. far longer
than the beam’s path through the experimental setup, ensuring that the phase front
on the MMA was close to flat.

Three glass wedges (gw1–3) were used to steer and attenuate the beam. The first two
were used to align the beam correctly on the MMA and gw3 was placed after all the
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Figure 4.1: Far-field imaging setup. The width of the drawn laser beams roughly in-
dicates their intensity relative to each other, but not to scale. Distances are
also not to scale. The various elements of this setup are discussed in the
text.

other components in order to be able to position the beam on the CCD camera. It was
also advantageous to place gw3 last because the small amount of intensity reflected
from it towards the camera was difficult to perceive with the naked eye, hindering
alignment of any subsequent components.

The far-field imaging system consisted of two lenses. The first lens (l1), of focal length
f = 300 mm, created an image of the far field of the MMA in its focal plane (indicated
by a dotted line in figure 4.1). The second lens (l2), of focal length f = 50 mm,
projected this image onto the camera with roughly 5× magnification.

In order to build the imaging system correctly in spite of possible errors in the lenses’
focal lengths, and uncertainty in the location of the CCD chip relative to the front of
the camera, l2 was placed 300 mm away from the camera, which was placed at a fixed
point. l1 was placed on a translation stage at approximately the correct distance from
l2, and the translation stage was used to fine-tune the distance between l1 and l2

so as to minimize the diameter of the laser spot on the camera with the MMA off.
In effect, l2’s object distance was fixed and the translation stage was used to move
l1’s Fourier plane, in which the beam is focused most tightly, to coincide with it. The
distance between the MMA and l1 was not critical, as long as it was greater than l1’s
focal length, because the beam entered l1 more or less parallel.

The 4◦ angle of incidence on the MMA caused a small extra phase difference compared
with the case of normal incidence. This difference is only 1/ cos 4◦ − 1 ≈ 0.2% of the
deflection height, and was therefore disregarded, because it is far less than the height
difference between two steps on the MMA.

It was also discovered that the intensity of the laser could fluctuate up to 15% for some
time after being turned on, due to the gain bandwidth shifting. In order to counteract
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this effect, all data in this report were gathered after the laser had been running for at
least 90 minutes, when the maximum fluctuation was found to be 3.6%.

It is useful to know the scale at which a displacement of the beam over the surface of
the CCD chip corresponds to a distance on the surface of the MMA. In order to calcu-
late this, we ‘unfold’ the optical axis between the MMA and the camera, disregarding
the reflection from gw3, and use ray transfer matrices [14, pp. 26–36] to calculate:[

xCCD

θCCD

]
=
[

1 d4

0 1

] [
1 0
− 1

f2
1

] [
1 d3

0 1

] [
1 0
− 1

f1
1

] [
1 d2

0 1

] [
xMMA

θMMA

]
, (4.1)

where (x, θ) is the position and angle of a ray relative to the optical axis at a certain
surface. Also, since xMMA and θMMA are not independent, but controlled by the angle
of gw2, θMMA = arctan xMMA/d1. Taking the small-angle approximation, we obtain
xMMA = 0.168xCCD. Stated simply, turning the adjustment knob of gw2’s mount by
one degree causes a displacement of 3.5 µm on the MMA, calculated using the distance
between the knob and the fulcrum of the mount and the thread pitch of the knob. In
practice, it is possible to align the beam with sufficient precision.

4.2 Diffraction effects

The MMA’s mirrors form a two-dimensional periodic structure which causes the re-
flected light to diffract according to the grating equation. Figure 4.2 of De Jong [4,
p. 18] shows a picture of the diffracted orders. We use the zero-order spot for our
far-field images of phase plates.

When applying a uniform deflection (constant phase plate) to the MMA and examin-
ing the far field, it was discovered that the intensity of the spot varied according to
the deflection height, exhibiting a minimum at slightly more than λ/4 deflection. The
intensity ‘missing’ from the zero-order spot was found in the first and higher order
spots. A conjectured explanation for this follows.

As described in 2.1, an ideal constant phase plate does nothing to the beam. However,
the MMA is incapable of mimicking an ideal constant phase plate, because each mirror
is connected to support posts by hinges, visible in figure 3.2. The support posts and
the hinges are not at the same height as the mirrors and thus do not impart the same
phase difference. In addition, the hinges tilt as the deflection increases, causing effects
similar to a blazed grating [8, pp. 468–9]. See figure 4.2.

A field undergoing Fraunhofer diffraction from an arbitrary infinite periodic grating
can be calculated using some elementary properties of the Fourier transform. Let us
consider the grating’s transmission function. The repeating structure, or unit cell, can
be represented by a transmission function H(x) on the interval [− 1

2 a, 1
2 a], where a is
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Figure 4.2: Exaggerated diagram of one micro mirror’s deflection, with the blazing
angle γ illustrated. The picture shows the mirror element, the support
posts, and the hinges.

the grating period. The transmission function G(x) of the entire grating consists of a
repetition of this unit cell over the entire plane, with spatial period a. This repetition
can be described mathematically by the convolution of H(x) with a shah function1 in
which the spacing between the peaks is a:

G(x) = X(x/a) ∗ H(x), (4.2)

where ∗ denotes the convolution operation.

To obtain an expression for the far field, the incident field E(x) is multiplied by the
grating function G(x) and Fourier transformed. By the Fourier transform’s convolu-
tion theorem, the far field then consists of:

EFF(X) ∝ F {E(x)} ∗ F {G(x)} (4.3)

∝ F {E(x)} ∗ (X(aX) · F {H(x)})
∝ F {E(x)} ∗X(aX)A(X).

The shah function is its own Fourier transform, apart from scale. It represents the
diffraction orders. The orders’ relative amplitudes are determined by the diffraction

1We shall denote an infinite train of Dirac delta functions by the shah function, named after its similarity
to the Cyrillic character X (sha): X(x) = ∑n δ(x− n)
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envelope function A(X) = F {H(x)}. Copies of the transform of E(x) are repeated
over all of the diffraction orders, at different intensities determined by the diffraction
envelope. Hecht [8, pp. 451–3] derives a similar result using a diffraction integral.

In addition, the diffracting element in the unit cell can be blazed, i.e. its surface is
tilted at an out-of-plane angle γ. A blazed grating does not change the position of
the diffraction orders, but does shift the diffraction envelope so that its maximum no
longer coincides with the zero-order spot [8, p. 469], by an angle of 2γ.

To illustrate this with an example, let us take the far field of a Gaussian, diffracted by
an infinite number of infinitely long slits with width 2D and grating period a:

EFF(X) ∝ F
{

E0e−x2/w2 · (X(x/a) ∗ rect(x/D))
}

(4.4)

=
E0w√

2
e−X2w2/4 ∗

(
D
a
X(aX) sinc(DX)

)
.

Here, rect denotes the rectangular function

rect(t) =


0, |t| > 1

2 ,
1
2 , |t| = 1

2 ,

1, |t| < 1
2 ,

(4.5)

and sinc(t) = sin t/t.

Continuing, we can express the parameters (X, Y) = 2π
λ (sin θx, sin θy) of the Fourier

transform as a function of the angles θx, θy in the far field, in order to simplify the
expressions involving the blazing angle γ. Using properties of the Fourier transform
such as the shift theorem, we can write the far field of a reflection ‘grating’ composed
of n separate rectangular components in a square unit cell of side a, as:

EFF(θx, θy) = F {Ein} (θx, θy) ∗X
(

a sin θx

λ

)
X
(

a sin θy

λ

)
∑
n

An(θx, θy). (4.6)

Here, Ein is the incoming field. The shah functions determine the spacing of the
diffracted orders. The amplitude function An is the diffraction envelope of each sepa-
rate rectangular component of the unit cell, in its most general form:

An(θx, θy) =
DxnDyn

a2 Rne−iφn e−i(2π/λ)(xn sin θx+yn sin θy)

× sinc
πDxn sin(θx − 2γxn)

λ
sinc

πDyn sin(θy − 2γyn)
λ

. (4.7)

From left to right, the first factor DxnDyn/a2 is the reflected fraction of the light from
component n with dimensions Dxn, Dyn; Rn is the inherent reflectivity of the compo-
nent; φn is any phase difference inherent to the component (such as the path difference
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caused by the mirror’s deflection); the next exponent is an extra phase factor due to
the distance

√
x2

n + y2
n of the center of the component to the unit cell’s origin; and the

sinc functions are the actual diffraction envelope of the rectangular component, where
γxn, γyn are the blazing angles in the x and y directions. This expression is summed
over all n components of the unit cell. The unit cell’s origin can be chosen arbitrarily,
as long as it is the same for all components.

In order to apply the above derivation to the MMA, we must know the various di-
mensions of each cell, illustrated in figure 4.3. The length scale allows us to estimate
the necessary dimensions of each component, shown beside the image. The hinges
bend in some unknown fashion, and this must also be taken into account. In order
to simplify the mathematics, they are modelled as if they cause some average phase
difference proportional to the mirrors’ phase difference, with proportionality constant
0 < α < 1, reflected in the factor e−iφn in (4.7), where φH = αφM. This parameter α has
a large effect on the model and can only be determined empirically, lacking knowledge
of how the hinges bend.

The reflectivity inherent to the MMA’s material is assumed to be unity. Any other
value results in a constant factor in (4.6) which is normalized later on, thus we need
only concern ourselves with the relative reflectivities of the individual components.
The support posts are not actually rectangular, but instead square with a circular hole
in the center, but this is approximated by assigning them a reflectivity RP = P2 − πr2

P.
Lastly, to account for the etching holes in the mirror surface, the mirror is assigned a
reflectivity RM = 0.98. The reflectivity of the hinges, lacking holes or other features,
remains unity.

Using these assumptions, along with what we know about the MMA’s structure from
its manual and [5], we can treat the MMA as an infinite two-dimensional reflection
grating composed of n = 6 rectangular diffracting elements, four of which are blazed:
the mirror surface, the support post, and four hinges. As figure 4.2 clearly shows,
there is one hinge with its blazing angle pointing in each direction, causing the shift
in the diffraction envelope to be symmetrical. The blazing angle γ is also a function of
the deflection height h. We derive a complicated expression from (4.6) and (4.7) for the
amplitude Aµν of each diffraction order µ, ν ∈ Z, by substituting the grating equation
for θx and θy: (sin θx, sin θy) = λ

a (µ, ν). The relative intensity |Aµν|2 of each order is
plotted in figure 4.4 for two deflection values, zero and λ/4.

It is clear that this model qualitatively predicts the shifting of intensity from the zero-
order to the first and higher orders, just as measured. Intuitively, this is correct, be-
cause the blazed components reflect light at an angle away from the optical axis, which
moves that light off to the side in the far field, and this effect depends on the deflection
height.

27



Dimension Length (µm)
a 39.1
M 35.5
P 5.0
rP 1.4
H1 2.2
H2 16.5

Figure 4.3: Relevant dimensions of a single micro mirror (original image from [5, p. 7]).
This image is distorted (the mirrors are square) but the scale is correct if
the dimensions are measured horizontally.
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Figure 4.4: Relative intensity of diffraction spots calculated from (4.7) and plotted for
horizontal and vertical orders µ, ν = 0,±1, . . . ,±4. At left is no deflection,
at right a deflection of λ/4 causing a phase difference of π from the un-
deflected case. Both figures are normalized to the zero-order spot in the
leftmost figure.
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However, we are mainly interested in the zero-order intensity. For µ, ν = 0, the ampli-
tude reduces to

A00(h) =
1
a2

(
RM M2 + RPP2e−iφ(h) + 4H1H2e−iαφ(h) sinc

πH2 sin 2γ(h)
λ

)
, (4.8)

where, as before, φ(h) = 4πh/λ and γ(h) = arctan h/H2.

We now assume that these diffraction effects scale down from the entire MMA and are
valid for individual pixels. This assumption was validated by later measurements (see
chapter 5.) We therefore introduce a quantity we call the effective reflectivity R of an
MMA mirror. It represents the fraction of the intensity remaining in the zeroth order
as a function of the deflection distance h. From (4.8) we write:

R(h) =

∣∣∣RM M2 + RPP2e−4πih/λ + 4H1H2e−4πiαh/λ sinc 2πh
λ(1+h2/H2

2 )

∣∣∣2
(RM M2 + RPP2 + 4H1H2)2 . (4.9)

To test this expression and empirically determine a value for α, the intensity of the
zero-order spot was measured for a series of constant phase plates. This measurement
is plotted in figure 4.5, along with the theoretical model from (4.9) with α taken to
be 0.65, based on the location of the minimum. A logical estimate of α is one-half,
but figures 4.2 and 4.3 show that part of the hinges’ length is attached to the side of
the mirror. This probably makes the hinges’ average distance from the mirror smaller,
causing a slightly larger phase difference.

It seems that this model is a fair approximation of the effect. It does not fit the data
perfectly; however, considering the assumption that the hinges do not curve as the
mirror deflects and that the phase difference of the whole hinge is approximated by
means of a single scalar parameter α, it predicts the effect surprisingly well.

4.3 Polarization effects

In order to measure the effect of the MMA on polarized light, two sheet polarizers were
inserted into the setup of figure 4.1, one between gw2 and the MMA, and one between
the MMA and l1. Their polarizing axes were oriented perpendicularly. In order
to investigate whether reflection of light from the MMA influenced the polarization,
both polarizers were examined at several angles, all perpendicular to each other. No
light was transmitted, which was to be expected for crossed polarizers.

In a second experiment, a power meter was used to measure the beam power before
and after the MMA, for several different angles of the first polarizer, to check whether
the MMA’s reflectivity was polarization-dependent. The ratio between the two was
found to be approximately constant, suggesting that all polarizations were reflected
equally from the MMA at a 4◦ angle of incidence.
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Figure 4.5: Effective reflectivity of a constant phase plate at λ = 632.8 nm as a function
of its deflection.

4.4 Aliasing effects

The MMA is composed of discrete elements, similar to pixels on a computer screen.
Straight lines that are not perfectly horizontal or vertical undergo aliasing when drawn
on a grid of pixels, visible as a ‘stepping’ effect. De Jong [4, pp. 23–24] tested whether
aliasing caused any discernible effects on a Heaviside phase plate oriented at 45◦; it
did not. However, aliasing effects become worse for decreasing angles between step
and grid lines, and mimicking a pie phase plate on the MMA requires lines of all
different angles.

The images in figure 4.6, of the far field of a Heaviside phase plate at 0◦ and 1◦

orientation, suggest that there were no discernible aliasing effects even at fairly small
angles. The shape of both images is the same, and the intensity differs by only 0.3%.
The only difference is that the pattern was rotated 1◦. This suggests that aliasing only
becomes a problem when the angle and the beam radius are both small enough that
only a limited number of ‘steps’ are illuminated by the beam. This happens in pie
phase plates with a large number of slices (see 5.2), because the smallest slices are less
than one pixel wide close to the center.
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Figure 4.6: Comparison of Heaviside phase plates at 0◦ and 1◦ orientation.

4.5 Alignment

The simplest way to align the laser spot on the MMA is to use a Heaviside phase plate
(section 2.2). If we calculate the far field of an ideal Heaviside phase plate of phase
step π that is not aligned to the center of the incoming Gaussian beam, we find that
the peaks remain equal, while the minimum between the peaks becomes more than
zero. If, on the other hand, the phase step is not equal to π, but the system is aligned
perfectly, the minimum remains zero, and the peaks become unequal. Figure 4.7 shows
each of these cases. Thus, it is relatively simple to align a perfect Heaviside phase plate
by bringing the minimum to zero.

However, as we have seen before, the MMA’s diffraction effects cause the effective
reflectivity (4.9) of the deflected side of the Heaviside phase plate to be less than that
of the undeflected side. This changes the transfer function of the Heaviside phase
plate to

H(x) =

{
1, x < 0

Re−iφ, x ≥ 0,
(4.10)

and, by the same method as in appendix A.1, the far field is calculated to be:

IFF(X, 0) ∝ 2πw4|E0|2
(π

4
( 1

2 + 1
2R

2 +R cos φ)e−2π2w2X2

−R
√

π sin φ e−π2w2X2
D(πwX) + ( 1

2 + 1
2R

2 −R cos φ)(D(πwX))2
)

. (4.11)

The minimum of this far-field distribution is no longer at its lowest point when the
beam is aligned to the center of the Heaviside phase plate. In addition, the curvature
of the MMA surface (section 3.1) causes the intensity of the peaks to vary according to
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Figure 4.7: Cross-sections of the far-field intensity distributions of a Gaussian beam
which has passed various imperfect Heaviside phase plates.
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Figure 4.8: Relative intensities of peaks and minima of horizontally and vertically ori-
ented Heaviside phase plate patterns. These figures were created by apply-
ing Heaviside phase plate patterns to the MMA and shifting the beam in a
direction perpendicular to the phase dislocation, recording the intensities
of the peaks and minima in the far field. The horizontal axis indicates the
position of the beam center on the MMA relative to the step, and the solid
lines are a guide to the eye.

where the beam is located on the surface. However, if the beam is perfectly aligned,
the far-field intensity distribution will be mirrored when the phase plate pattern is
mirrored. The center of the phase plate pattern, i.e. the dislocation, remains at the same
place on the MMA and therefore undergoes the same curvature effects. Therefore, if
the minimum between the two peaks remains at the same intensity when the pattern
is mirrored, then the beam is well-aligned.

This is illustrated in figure 4.8 for vertically and horizontally oriented Heaviside phase
plates of phase step φ ≈ π. The peak intensities differ from the theory because of
the curvature of the MMA surface, but it is readily apparent at which point the beam
is aligned by examining the minimum intensity at the center. Note that the vertical
curvature is apparently far worse than the horizontal curvature, since in figure 4.8a
the pattern is approximately mirrored, but in figure 4.8b the bottom peak is always
more intense than the top peak.

This process can be carried out separately for vertically and horizontally oriented
Heaviside phase plates. It may be possible to align the beam with a ‘double Heaviside
phase plate’ in which two diagonally opposite quadrants are deflected by λ/4, but in
practice it is easier to separate the vertical and horizontal alignment.
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Figure 4.9: Relative intensities of Heaviside phase plate peaks as a function of the ad-
dress value of the deflected half. The solid line indicates the theoretical
model of (4.11). Compare to figure 4.7c.

4.6 Calibration of the MMA

In order to get any useful results from the far-field images, it was necessary to find out
exactly how the address byte of a single MMA cell related to the physical deflection
distance. De Jong [4, pp. 22–23] found an address value of 137 to correspond to a
deflection of λ/4 or 158 nm, but the far-field behavior of the phase patterns, due to
the effects described in the preceding sections, was more complicated than assumed
there, and thus required more investigation.

It is evident from cursory examination that the scale between the address value and
the deflection distance is not linear. Figure 2 of [6] shows what seems to be a quadratic
correspondence between address voltage and deflection.

To confirm this, the intensities of the two peaks of the far-field intensity pattern were
measured for Heaviside phase plates with phase steps over the entire range of address
values, 0–255. Because of the curvature of the MMA and the uncertainty of how
accurate the model of (4.11) is, there are only three points on which we can base
our calibration: zero; λ/4, where the peaks are equal; and λ/2, where the far field
becomes Gaussian in approximation. Figure 4.9 shows the results for horizontally and
vertically oriented Heaviside phase plates. Since we concluded in 4.5 that the vertical
curvature was far worse than the horizontal curvature, we only use figure 4.9a for the
determination of these points.

The deflection distance of λ/4 = 158.2 nm lies between address values 142 and 143.
Based on the possible error in alignment, we assign this value an error of ±3. By
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Figure 4.10: Calibration curve for the MMA. The solid line is given by (4.12) and the
dotted lines indicate the error margin. The circles are estimates calculated
from the ratios of the peaks in figure 4.9a. They become increasingly
inaccurate away from the center because the effect of the MMA’s curvature
is ignored.

examining the correlations of intensity distributions of the address values around λ/2
to a Gaussian curve, we determine that a deflection distance of λ/2 = 316.4 nm corre-
sponds to an address value of 234± 2. The maximum deflection is apparently around
360 nm and not 320 nm as stated in the manual.

Fitting this to a curve of the form h(n) = an2 + bn yields:

a = 2.644× 10−12 m
b = 7.334× 10−10 m

}
. (4.12)

See figure 4.10, where the deflection of the other values was determined by the model
of (4.11). The error margin calculated from the error margins in a and b is illustrated
with a dotted line. The maximum error at any point on the curve is 4.5× 10−9 m.

The relation between address value and deflection distance seems to be approximated
well by a quadratic, but it is completely different from figure 2 of [6] and figure 9 of
[15]. We suspect that some sort of correction is applied inside the MMA controller
which makes the relation almost, but not quite, linear.
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5
Experimental phase plate results

The ultimate goal of this research is to examine the quality of complicated angular
phase plates, such as spiral and pie phase plates, as mimicked by the MMA. Examining
the far-field intensity distribution of a Gaussian beam after reflection from the MMA
and comparing it to the calculated distribution can provide some qualitative idea of
whether the MMA is a good substitute. It can also give a good indication of the MMA’s
most significant shortcomings.

All of the figures in this chapter have their own normalized intensity scale, except for
figures 5.5a–l, which all have the same scale. Occasionally the scale was modified to
bring out certain details. The color scale is shown in figure 5.1.

5.1 Spiral phase plate

Figure 5.2 shows the intensity distributions of ideal Gaussian beams after passing ideal
spiral phase plates. Figures 5.2a–e are of phase plates with integer vorticity, calculated
analytically from eq. (2.13) which was derived in appendix A.2. Figures 5.2f–i are of
phase plates with half-integer vorticity, calculated numerically by a discrete Fourier
transform of the near field.

Figure 5.1: Color scale used in figures showing an intensity distribution.
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(a) Q = 1 (b) Q = 2 (c) Q = 3

(d) Q = 4 (e) Q = 5 (f) Q = 1/2

(g) Q = 3/2 (h) Q = 5/2 (i) Q = 7/2

Figure 5.2: Calculated far field intensity distributions of a Gaussian beam having
passed an ideal spiral phase plate with vorticity Q.
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Figure 5.3 shows the same intensity distributions, adapted for the MMA by taking into
account the effective reflectivity of each MMA mirror as a function of its deflection
(4.9). All of these figures were calculated numerically by discrete Fourier transform.
Of special note is that the intensities of figures 5.3a–e are no longer strictly radial
functions.

The measurements corresponding to figures 5.2 and 5.3 are shown in figure 5.4. Spiral
phase plate patterns, with their heights corrected according to (4.12), were applied to
the MMA, and the results are qualitatively quite similar to figure 5.3. This supports
the assumption of section 4.2 that the diffraction effects which cause the effective re-
flectivity scale down from the MMA to an arbitrarily small number of pixels.

The most significant difference exhibited between the calculations of figure 5.3 and the
measurements of figure 5.4 is especially evident in the integer-vorticity phase plates:
there seem to be brighter areas on the ‘northeast-southwest’ axis and dimmer areas on
the ‘northwest-southeast’ axis.

Figure 5.5 shows the effects on the far field intensity when the Q = 1 plate was
rotated. The MMA itself remained stationary. The expectation was a simple rotation
of the pattern of figure 5.3a. However, the brighter and darker areas remained in
the same place, demonstrating that they were not caused by the MMA’s deflection,
but were inherent to the stationary MMA itself. Therefore, they are believed to be a
consequence of the MMA’s curvature.

5.2 Pie phase plate

Figure 5.6 shows the far field intensity distributions of ideal Gaussian beams after
passing ideal pie phase plates with N slices, calculated analytically from (A.21). Fig-
ure 5.7 shows the same, but with the lowered effective reflectivity of the sections with
phase difference π taken into account, and calculated numerically by discrete Fourier
transform. It is apparent that the intensity at the center of each figure in 5.7 is far
greater than in figure 5.6. This is a consequence of the sections with phase difference
π reflecting less light to interfere with the light reflected by the undeflected sections.

The measurements corresponding with figure 5.7 are shown in figure 5.8. Disregarding
the effect of the MMA’s curvature, which makes them look slightly off-center, they look
remarkably like their theoretical counterparts.

Unlike the spiral phase plate, the effective reflectivity problem can be corrected in a pie
phase plate. Adding a constant deflection to the entire pattern does not change the far
field, or the phase of any part of the beam relative to another, so we are free to choose
any two address values to represent zero and π, as long as their deflection heights
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(a) Q = 1 (b) Q = 2 (c) Q = 3

(d) Q = 4 (e) Q = 5 (f) Q = 1/2

(g) Q = 3/2 (h) Q = 5/2 (i) Q = 7/2

Figure 5.3: Calculated far field intensity distributions of a Gaussian beam having
passed a spiral phase plate with vorticity Q and a height-dependent effec-
tive reflectivity. Here, the intensity has a slight angular dependence instead
of being a purely radial function as in figure 5.2.

39



(a) Q = 1 (b) Q = 2 (c) Q = 3

(d) Q = 4 (e) Q = 5 (f) Q = 1/2

(g) Q = 3/2 (h) Q = 5/2 (i) Q = 7/2

Figure 5.4: Measured far field intensity distributions of a Gaussian beam having
passed a spiral phase plate with vorticity Q. These images agree well with
figure 5.3 except for the dimmer areas on the ‘northwest-southeast’ axis.
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(a) α = 0◦ (b) α = 40◦ (c) α = 80◦

(d) α = 90◦ (e) α = 120◦ (f) α = 160◦

(g) α = 180◦ (h) α = 200◦ (i) α = 240◦

(j) α = 270◦ (k) α = 280◦ (l) α = 320◦

Figure 5.5: Measured far field intensity distributions of a Gaussian beam having
passed a Q = 1 spiral phase plate oriented at an angle α. This shows
that the dimmer areas on the ‘northwest-southeast’ axis are a feature of the
mirror surface and not of the phase pattern.
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(a) N = 1 (b) N = 2 (c) N = 3

(d) N = 4 (e) N = 5 (f) N = 6

(g) N = 7 (h) N = 8 (i) N = 9

(j) N = 10

Figure 5.6: Calculated far field intensity distributions of a Gaussian beam having
passed an ideal pie phase plate with N slices.
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(a) N = 1 (b) N = 2 (c) N = 3

(d) N = 4 (e) N = 5 (f) N = 6

(g) N = 7 (h) N = 8 (i) N = 9

(j) N = 10

Figure 5.7: Calculated far field intensity distributions of a Gaussian beam having
passed a pie phase plate with N slices and a height-dependent effective
reflectivity, i.e. Rφ=0 > Rφ=π.
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(a) N = 1 (b) N = 2 (c) N = 3

(d) N = 4 (e) N = 5 (f) N = 6

(g) N = 7 (h) N = 8 (i) N = 9

(j) N = 10

Figure 5.8: Measured far field intensity distributions of a Gaussian beam having
passed a pie phase plate with N slices, where the effective reflectivity of
the sectors with phase 0 and π is not equal. Compare figure 5.7.
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differ by λ/4. Figure 4.5 shows that there must be a combination of two deflection
heights at which the effective reflectivity is equal.

Figure 5.9 shows the same measurements again, with a constant 114 nm, estimated
from figure 4.5, added to the entire pattern in order to make the effective reflectivities
at φ = 0 and φ = π equal. These are much more similar to figure 5.6; the most
apparent discrepancy is that the spot in the center becomes a problem at high N. This
is because of aliasing.

At high N, aliasing in the phase plate becomes a problem. The middle section of the
phase plate where aliasing causes ‘garbage’ necessarily gets larger for smaller slice
angles. Figure 5.10 shows the actual N = 10 phase plate calculated for the MMA’s
200 × 240 grid, overlaid with the approximate size of the beam spot relative to the
MMA. The radius of the garbage is about one-tenth of the beam radius, meaning that
approximately 2% of the beam power encounters the garbage.
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(a) N = 1 (b) N = 2 (c) N = 3

(d) N = 4 (e) N = 5 (f) N = 6

(g) N = 7 (h) N = 8 (i) N = 9

(j) N = 10

Figure 5.9: Measured far field intensity distributions of a Gaussian beam having
passed a pie phase plate with N slices, where the effective reflectivity of
the sectors with phase 0 and π is approximately equal, and less than unity.
Compare figure 5.6.
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Figure 5.10: Pie phase plate with N = 10 slices, rasterized on the MMA’s 200× 240
grid. White indicates the raised slices with phase difference π. The
overlaid red circle is the beam spot, which has a 1/e2 intensity radius
of 2.05 mm.
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6
Conclusion

In this research, we have investigated the suitability of the micro mirror array called
MEMS Phase Former Kit as a dynamically programmable phase plate for use in orbital
angular momentum mode analyzers as described in [13].

The problem of the MMA’s limited on-time and required recovery time was solved
by the use of software and hardware to synchronize the MMA with the CCD camera.
This system can be applied in the same way to any other detector such as a single
photon detector, as long as it has some sort of mechanical or software shutter.

A calibration curve for the MMA was determined, relating the address byte of a micro
mirror to its actual deflection distance within a margin of error of about 4.5 nm.

The tilting of the mirrors’ hinges causes unwanted diffraction effects by spreading
intensity from the zero-order to the first and subsequent orders. We have formulated
a model which describes these effects in terms of the effective reflectivity of a mirror
element as a function of that element’s deflection. This problem makes it impossible to
accurately reproduce phase patterns with phase gradients, such as spiral phase plates.
However, phase patterns with two discrete values 0 and π, such as pie phase plates,
can be accurately reproduced, albeit with some loss of intensity.

Aliasing only becomes a concern when attempting to represent structures on the MMA
which are thinner than one ‘pixel’. This happens near the center of pie phase plates
with large numbers of sections.

The MMA’s surface curvature causes unwanted and unpredictable distortions in the
far field. It may be possible to solve this problem using a phase retrieval algorithm as
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Figure 6.1: SEM photograph of a two-level micro mirror array design (reproduced
from [6]).

described in [9]. Another possibility is to use interferometry to map out the surface
curvature. Varying the deflection to compensate for the curvature, however, would
influence each pixel’s effective reflectivity, and it remains to be seen what the effect
would be.

In addition, not much is known about the quality of the laser used in these experi-
ments. We recommend using a laser of known quality and phase profile in further
experiments.

The Fraunhofer Institute for Photonic Microsystems is still working to improve the
design of the MEMS Phase Former Kit. A recently published technical report [6] men-
tioned a two-level mirror design in which the hinges are hidden under the mirrors;
figure 6.1 shows an SEM photograph reproduced from that paper. Using a two-level
mirror design would eliminate the unwanted diffraction effects caused by the hinges
in the current design. As an added advantage, this would also remove one of the ob-
stacles in compensating for the surface curvature, since the mirrors could be deflected
by any distance without influencing their effective reflectivity.
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A
Some analytical expressions

concerning phase plates

A.1 Far field of a Gaussian beam transmitted through a Heaviside
phase plate

Consider an input Gaussian beam, in Cartesian coordinates. A Heaviside phase plate
(with its phase discontinuity along the y axis in this example) performs its phase
operation on the beam, which adds a phase of φ to one half of the beam (2.7). We
calculate the far field of this system by taking the Fourier transform of the transmitted
beam according to (2.2). These functions are separable in x and y:

EFF(X, Y) ∝ F {Ein(x, y)H(x)} (A.1)

= E0

∞∫
−∞

e−
y2

w2−i2πYydy

 0∫
−∞

e−
x2

w2−i2πXxdx + e−iφ
∞∫

0

e−
x2

w2−i2πXxdx

 .

By way of the following indefinite integral and the properties of the imaginary er-
ror function erfi z = −i erf iz [11, 01.03.21.0155.01; 06.28.04.0002.01; 06.28.03.0004.01;
06.28.03.0005.01] ∫

eax2+bx+cdx =
√

π

2a
ec− b2

4a erfi
(

b + 2ax
2
√

a

)
; (A.2)

erfi(−x) = − erfi(x); (A.3)

erfi(±i∞) = ±i, (A.4)
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Figure A.1: The Dawson integral D(x).

we obtain

EFF(X, Y) ∝ 1
2 iπw2E0e−π2w2(X2+Y2)

(
(e−iφ + 1)i + (e−iφ − 1) erfi(πwX)

)
, (A.5)

which can be restated in the form of the Dawson integral D, a real-valued function
with two extrema on either side of zero, which approaches zero asymptotically as its
paramater goes to infinity (figure A.1). It is defined as:

D(x) ≡ e−x2
x∫

0

et2
dt = 1

2

√
πe−x2

erfi(x). (A.6)

This gives us the following general expression for the far field of a Gaussian beam
after encountering a Heaviside phase plate:

EFF(X, Y) ∝ i
√

πw2E0e−π2w2Y2
(
(e−iφ + 1) 1

2 i
√

πe−π2w2X2
+ (e−iφ − 1)D(πwX)

)
.

(A.7)
The intensity is then given by:

IFF(X, Y) ∝ 2πw4|E0|2e−2π2w2Y2
(π

4
(1 + cos φ)e−2π2w2X2

−
√

π sin φ e−π2w2X2
D(πwX) + (1− cos φ)(D(πwX))2

)
. (A.8)
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A.2 Far field of a Gaussian beam transmitted through an
integer-vorticity spiral phase plate

Since the transmission function of a spiral phase plate (2.12) is more easily expressed in
polar coordinates, we will now consider an input Gaussian beam in polar coordinates.
Since the transfer function is purely a function of θ and the input field of r, we can
again take the Fourier transform of a separable function. Goodman [7, p. something]
gives an expression for the Fourier transformation in polar coordinates of a function
separable in r and θ:

F { fr(r) fθ(θ)} =
∞

∑
k=−∞

ck(−i)keikΘHk { fr(r)} . (A.9)

This is a weighted sum of Hankel transforms, where

ck =
1

2π

∫ 2π

0
fθ(θ)e−ikθ dθ, (A.10)

and the Hankel transform is defined as

Hk { f (r)} = 2π
∫ ∞

0
r f (r)Jk(2πRr) dr, (A.11)

where Jk is the k-th order Bessel function of the first kind. According to Abramowitz
and Stegun [1, 11.4.28] the integral’s solution is

∫ ∞

0
e−a2t2

tµ−1 Jν(bt) dt =
Γ( 1

2 ν + 1
2 µ)

(
b

2a

)ν

2aµΓ(ν + 1) 1F1

(
1
2 ν + 1

2 µ ; ν + 1 ; − b2

4a2

)
, (A.12)

where 1F1 is the Kummer confluent hypergeometric function. Using the identity
J−k(z) = (−1)k Jk(z), formulas [11, 07.20.17.0013.01, 07.20.03.0014.01], and the Legen-
dre duplication formula Γ(z)Γ(z + 1

2 ) = 21−2z√πΓ(2z) [1, 6.1.18], the hypergeometric
function can be expanded into two modified Bessel functions of the first kind Iα(z),
and we obtain for the Hankel transform of E0e−r2/w2

:

Hk

{
E0e−r2/w2

}
=

(signum k)|k| 12 E0π5/2w3Re−π2w2R2/2
(

I(|k|−1)/2( 1
2 π2w2R2)− I(|k|+1)/2( 1

2 π2w2R2)
)

.

(A.13)

For integer vorticity Q ∈ Z, the coefficients ck are all zero except for c−Q = 1, and we
arrive at:

EFF(R, Θ) ∝ 1
2 E0(−i)|Q|e−iQΘπ5/2w3Re−π2w2R2/2

×
(

I(|Q|−1)/2( 1
2 π2w2R2)− I(|Q|+1)/2( 1

2 π2w2R2)
)

. (A.14)

53



The intensity is then equal to:

IFF(R) ∝ 1
4 |E0|2π5w6R2e−π2w2R2

(
I(|Q|−1)/2( 1

2 π2w2R2)− I(|Q|+1)/2( 1
2 π2w2R2)

)2
.

(A.15)

A.3 Far field of a Gaussian beam transmitted through a pie phase
plate

Similar to the spiral phase plate in appendix A.2, the Fourier transform is once again
separable into an input field function of r and a transfer function of θ (2.15). We can
once again use eqs. (A.9), (A.10), and (A.11), but the coefficients ck do not vanish in
this case. We use this particular Hankel transform’s symmetry in k, apparent in (A.13),
to express (A.9) as:

F {Ein(r)H(θ)} = c0H0 {Ein(r)}+
∞

∑
k=1

(
ckeikΘ + cke−ikΘ

)
(−i)kHk {Ein(r)} . (A.16)

We note the special case of the Hankel transform:

H0

{
E0e−r2/w2

}
= E0πw2e−π2w2R2

. (A.17)

From (A.10) and the transfer function (2.15) it is straightforward to derive:

c0 = 1 +
1
π

2N−1

∑
p=1

(−1)pαp; (A.18)

ck =
i

πk

2N−1

∑
p=0

(−1)peikαp ; (A.19)

c−k =
−i
πk

2N−1

∑
p=0

(−1)pe−ikαp . (A.20)

We then have

EFF(R, Θ) ∝ E0w2e−π2w2R2

(
π +

2N−1

∑
p=1

(−1)pαp

− π3/2wReπ2w2R2/2
∞

∑
k=1

[
(−i)k

k

(
I(|k|−1)/2( 1

2 π2w2R2)− I(|k|+1)/2( 1
2 π2w2R2)

)
×

2N−1

∑
p=0

(−1)p sin k(Θ− αp)

])
, (A.21)

and an expression for the intensity IFF ∝ |EFF|2 is left as an exercise for a computer or
a rainy day.
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