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Preface

In the last few decades of the 21st century, an exciting new discipline has
slowly been born out of a marriage between Quantum Physics and Infor-
mation Theory. 1t is the field of Quantum Information which has, in turn,
given rise to new areas of research such as Quantum Computation.

What is quantum computation? Before we answer that question, let’s con-
sider computation in the classical (non-quantum) sense, as a subject matter
of computer Science. When we consider the field of Computer Science we
see that it is a very theoretical and mathematical discipline dealing with
the foundations of information and computation. Even the most complex
computer algorithms in a PC, mobile phone or supercomputer can be con-
ceptually brought down to the storage, manipulation and readout of basic
units of information called bits. A bit is simply a system that can exist in
either one of two states. For simplicity, these states are called 0 and 1, allow-
ing us to speak of information in a device-independent way. This abstraction
of reducing complex computational processes to simple manipulation of bits
(through logic-gates) is very powerful. In reality of course, since an actual
computer is physical, a physical realization of all computer components is
needed. In practice, bits are encoded in the form of electric currents in
circuit boards for example, or electromagnetic waves in wireless communica-
tion. Storage of bits can be realized through utilization of magnetic media
(Hard Disk Drives, Flash memory) and optical discs (CD’s, DVD’s, Blu-ray)
to name a few. For efficient manipulation of bits a modern processor has
hundreds of millions of transistors. It is clear that a deep understanding of
physics and materials science is needed to construct an actual computer.

Due to tremendous advances in the development of electronic circuitry over
the last 30 years, the number of transistors that can be placed on an inte-
grated circuit against constant costs is expected to double every two years.
This trend in growing computer power, termed Moore’s Law, has held since
around 1970 and will likely continue to do so for another decade!. Because

! Originally Moore stated a doubling of transistors every 12 months, or a doubling in

vii
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of the constant miniaturization of computer circuitry this growth is expected
to fail in the near future; with the current fabrication techniques, unwanted
quantum size effects are steadily playing a greater role, interfering with the
performance. Some revolutionary new breakthroughs in information pro-
cessing will be needed to continue the growth.

Although the continuation of Moore’s Law may be an interesting commercial
challenge, one possible solution has exciting prospects from a scientific point
of view. Since computers are physical, every computation is in essence a
physical process. Rather than trying to continue to improve circuits that are
used for the classical way of information processing (with bits), we should
consider the laws of Nature that govern these processes and investigate how
to apply these laws to our cause of computation. The laws are those of
Quantum Mechanics and the basic unit serving as an analogue to the clas-
sical bit is the Qubit (Quantum bit), realized by a two-level quantum system.

A qubit differs in a number of important ways from a classical bit and the
interesting ways in which multiple qubits can couple to each other through
the phenomenon of entanglement allows us to use this as a resource to devise
algorithms (called quantum algorithms naturally) that are able to perform
computations which are believed to be impossible to do in any reasonable
amount of time on a classical computer. A few such algorithms have been
constructed which serve as a basis for all others. Unfortunately, the work-
ings of even the simplest quantum algorithm, named the Deutsch algorithm
which serves as a basic example of a quantum algorithm which a classical
algorithm can not match, is conceptually not easy to ‘see’. Although the
Deutsch problem is simple to understand and its solution can be understood
with basic quantum mechanics, actually devising the algorithm to solve the
Deutsch problem is not very straightforward due to the nonintuitive nature
of quantum behavior. This seems to be the norm in all quantum algorithms,
which stands in contrast with classical algorithms which are generally more
intuitive.

The goal of this thesis is to consider ways to represent finite dimensional
quantum systems in a more intuitive way, through geometrical representa-
tions and phase-space functions. Aside from using these representations as
a potentially helpful tool for devising quantum algorithms, it is a powerful
way to gain physical insight into the often abstract description of a quan-
tum system in terms of a complex Hilbert space. To be fair, gaining insight
into the workings of nature, certainly that part that is beyond our senses,
is a much more compelling stimulus to do research for a theoretical physicist.

performance every 18 months. This was later adjusted to a doubling every two years.



1X

The setup of this thesis is as follows: In the introductory chapter I will
briefly discuss the basic mathematical description of qubits (and quNits),
entanglement, some basic quantum algorithms and establish the notation
used throughout the thesis. Chapter two deals with the description of phase
space, both classical and quantum mechanical. Chapter three is dedicated to
the exploration of a phase space description of finite dimensional quantum
systems. In chapter four we consider a geometric representation which is well
suited to systems subject to rotational and/or permutational symmetries,
such as systems describing spin angular momentum.
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Chapter

Introduction

This chapter will cover a very brief introduction into the aspects of finite
dimensional quantum systems that are the topic of this thesis. The first
section describes the basic Hilbert space formulation of quantum mechanics,
but is mainly intended to introduce the notation and terms we will use. The
notation is highly standardized and widely used; however, there are some
cases where different conventions are in use. I will comment about them in
the cases I am aware of.

At the end of the chapter I will discuss some simple quantum algorithms and
highlight the difficulties associated with it.

1.1 The Quantum Mechanical State Space

The mathematical description of a quantum mechanical system is that of
complex Hilbert space H. In the case where the dimension of H is finite
this is simply a vector space over the field of complex numbers C, supplied
with an inner product. State vectors are denoted by kets |-), where the dot
- is replaced by a symbol labeling the state. The inner product between |¢)
and [¢) is (¢]1)). The inner product is conjugate-symmetric: (p|y) = (P|@)*
and linear in the second argument: (| (a|th1) + blwe)) = a{@|t1) + b(P|ws).
State vectors are given by a ket of unit length: (¢]¢)) = 1.

The state |¢) is can not be distinguished from e??|+)); the phase v has no
observable effect. Sometimes, then, it is more convenient to consider these
states identical and consider the space of pure density operators: |v¢) (1],
where |¢) is a state vector. Mixtures of states are just as easily handled
in the density operator formalism. A general density operator is given by a
convex linear combination of pure state ones:

ﬁZZPi’¢i>(¢i\, Zpi:l
i=1 i=1

1



2 CHAPTER 1. INTRODUCTION

Operators are functions H — H and are always denoted with a hat, e.g:
A. Physical observables are associated with a Hermitian operator: At = A,
where the dagger denotes Hermitian conjugation. Upon measurement of
A we obtain one of its eigenvalues A;. The probability of measuring \; is

tr (ﬁ]%\z), where PM is the projection upon the eigenspace of A belonging
to the eigenvalue );. The average value of A is (A) = tr (ﬁfl)

For calculations we often choose an orthonormal basis; an eigenbasis associ-
ated with an observable for example. A neutral way to write this basis in
quantum information, analogous to bit-representation, is {|n) 7]1\[:_01. This is
called the computational basis, although the term refers to the notation used
to label the basis and not actually the basis itself.

An exception used often in this thesis is when we consider spin systems.
States are in this case usually represented in the simultaneous eigenbasis of
the spin operators 52 and S, and written |7, m), where j is (half)-integer
and m runs from —j to j in integer steps. This basis is called the angular
momentum basis.

The convention used to identify these bases in this N = 25 + 1 dimensional
Hilbert space is: |j,m)an <> |[j—m)c. For example, for a spin j = 2 system,
we can make calculations in the computational basis {|0), 1), [2),3),[4)} or
the angular momentum basis {|2,2),(2,1),]2,0),]2,—1),|2,—2)}. We iden-
tify |1) in the computational basis with |2, 1) in the angular momentum basis
etc. For spin 1/2, |0) is identified with spin-up and |1) with spin-down. This
may at first sight seem contrary to natural expectations, but the reason will
become clear in chapter 4.

1.2 Composite systems and entanglement

The composition of two quantum systems A and B is described by taking
the tensor product Ha ® Hp of the Hilbert spaces H4 and Hp of the two
subsystems. A system of particular interest in quantum computing is the
N-qubit system: H?N , where Hso is the Hilbert space for a single qubit.
A basis for the N-qubit space is given by the tensor products of the single
qubit basis states: {|z1) ® |z2) ® -+ @ |rn)} where each z; is either 0 or
1. We will abbreviate the ket |z1) ® |x2) ® -+ ® |zn) by |x1)|z2) - - |2 N)
or simply |x122---x,). So for a 2-qubit system the computational basis is
given by {]00),|01),|10),|11)}. These basis states are examples of product
states. These are states of the form |1)4|¢)p, where A, B denote the two
subsystems. For product states, measurements and operations performed
locally on one system bear no influence on the probability distribution for
a measurement on the other system. States which are not product states
are called entangled states. There are various degrees of entanglement and
for systems consisting of a large number of subsystems there are many com-
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plicated ways in which entanglement can occur. For a two-qubit system, a
basis of maximally entangled states is given by the Bell states:

) = <5 (101) = [10)
%) = <5 (101) + [10)
47) = =5 (00) = [11)
%) = == (100) + [11))

3

1.3 Quantum Algorithms

The purpose of a quantum computer is, eventually, to execute algorithms
on N-qubit systems. Manipulation of bits is described by application of
unitary operators, called quantum gates in this context. A prime example of
a quantum gate operating on a single qubit is the Hadamard gate:

111 1
i1 4]
We now have the bare essentials needed to understand the simplest quantum
algorithm: The Deutsch algorithm [DJ92, CEMM98|.

1.3.1 The Deutsch Problem

The Deutsch problem is stated as follows. Suppose we have a black box
that reads a single bit input x and gives an output bit f(x), i.e. it acts
as a function f : {0,1} — {0,1}. Such a black box is called an oracle.
The problem is to determine what this black box does; what function is f7
It is clear that there are four possibilities for f, as shown

in table 1.1. f can have a constant output of 0 or 1 on  £(0)
both inputs, or a balanced output of one 0 and one 1. How
many queries are minimally necessary to ensure complete
knowledge of f7 Since each query generates at most 1
bit of information and knowledge of f (full knowledge of
which of the 4 possibilities) equals 2 bits of information,
we need at least 2 queries. This is not where a quantum Table 1.1: The
computer outperforms a classical one, since each readout Ppossible black
(measurement) of a qubit also gives no more than 1 bit of box functions f
information. However, suppose we are not interested in the

complete knowledge of f, but that we are only interested in knowing whether
f is constant (f(0) = f(1)) or balanced (f(0) # f(1)), which is one bit of

[N =)
=
— o = o/
A
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information. Classically, this would still require two queries, but a quantum
computer can do this in one query!

First, let’s consider how to implement the function f in a black box. Since
quantum evolutions are unitary, the box should enact a reversible operation.
This is done, conveniently, with two registers. The input state is |z)|y).
The first ket is the data register, the second the target. The output is then
Uplz)ly) = |z)|ly @ f(x)), which is clearly reversible. If the second qubit
starts out as |0), it will simply become |f(x)).

The algorithm goes as follows:

1. Start with the state |01), apply a Hadamard gate to both qubits to
obtain the state:

[9) = (10} + 11)(10)  [19) = 5(100) ~[01) + 10) — [11))
2. After the black box, the state has become:
Uphin) = 3 (0)L7(0)) ~0)]1 & F(0)) + [D]0 @ F(1)) — )1 & F(1))
= 20)(170)) ~ 11 & FO) + 117 ~ 18 F1))))

= (=17 @10)(10) = 1)) + (=) P [1)(J0) — [1)))

N —

This is a product state, the first register is in the state:

()00 + (1O

3. Finally, we apply a Hadamard gate to the first register.
If f is constant, then, apart from a global phase, the state becomes |0).
If f is balanced, then the first register is [1).

The possibility of quantum computers to perform computations that can’t
be matched by classical computers is an exciting idea. However, it is not at
all obvious that these particular steps in the algorithm lead to the desired
result!. What are we to make of this? Should we accept the inherent diffi-
culties associated with quantum programming? Or is there an alternative?
Is the fact that such a relatively simple problem as the Deutsch problem
requires a lot of trial and error to solve a sign that we are approaching it
from an awkward angle, and that the notation used is clumsy and ill-suited

n fact, the algorithm presented here differs from the original one proposed by Deutsch
in 1985, which was not deterministic. It was improved to a deterministic one and gener-
alized to N-qubits by Deutsch and Jozsa in 1992, which required 2 evaluations. In 1997
Cleve et al. improved it to require one query. As this is the simplest quantum algorithm,
it is clear from this that the task of quantum programming is difficult and nonintuitive.
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for this purpose?

In this thesis we consider various ways to visualize finite dimensional quan-
tum systems. The hope is that with a clear picture of what’s going on, we
can gain increased insight into the physics of these systems and make the
workings of these algorithms more transparent.
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Chapter

Phase Space

In this chapter we will go over the notion of phase space and phase space dis-
tributions. The first two sections are dedicated to a conceptual and largely
non-technical overview of the phase space description of a classical system.
The third section covers the phase space approach to quantum mechanical
systems. Section four explains the concept of tomography and how it is re-
lated to our purposes. We will then, in section five, derive the celebrated
Wigner function from a simple first principles approach that will guide us
in finding a generalization for finite dimensional quantum systems, which is
the subject of chapter 2.

Most of the material in the first sections is well known to nearly all physi-
cists. Various notations are introduced in this chapter, where we have strived
for uniformity and consistency throughout this thesis. Therefore, at least a
quick read-through is recommended.

The goal and purpose here is simplicity, not thoroughness. Therefore, we
will focus on a one-particle system with a single position degree of freedom.

2.1 Classical Phase Space

One of the simplest and useful kind of systems to analyze in classical me-
chanics are those of a particle with a single degree of freedom (e.g. position
x) subject to a potential V(x). The evolution of the particle is completely
determined when we have specified the position and momentum of the parti-
cle at a certain moment in time. Each pair (z, p) thus corresponds to a state
of the system. The space holding all possible states of the system is called
the phase space [LL82, Gol01]. In the present example, it takes the form
of a two-dimensional plane with the position variable x on one axis and the
momentum variable p on the other. Each point in phase space thus uniquely
corresponds to a state of the system under consideration. As the state of

7



8 CHAPTER 2. PHASE SPACE

)2
Figure 2.1: The classical phase space -
description for a particle with a single
position degree of freedom. The sys- )
tem point follows a trajectory in the / ?
phase plane.

the system evolves, the system point follows a trajectory in phase space,
see figure 2.1. The evolution of the system point is governed by Hamilton’s
equations of motion:

_ OH . 0H

T

= o P= "o

Where H(x,p) = % + V() is the Hamiltonian. Because of conservation
of energy, the point is constrained to move on a surface of constant energy:
H(z,p) = E.

2.1.1 The Harmonic Oscillator

As an example, we will consider the classical harmonic oscillator with Hamil-
2

tonian H = - + %mwaQ. As we see, the ‘surface’ of constant energy is an
ellipse. As the system evolves, the system point moves clockwise along the

ellipse.

—

Figure 2.2: Phase portrait of a classical harmonic oscillator.
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2.2 Classical Phase Space Distributions

Even though classical physics is deterministic, there are ways in which prob-
ability distributions can arise. For example, when we do not have enough
information regarding the state of the system, we might wish to reflect this
in our description by assigning a probability distribution p(x, p) on the phase
space. The p(x,p)dxdp is then the probability that the system point is in-
side a phase space box of volume dxdp centered around (z,p). In classical
physics, this probability is a reflection of our ignorance about the true state
of the system. Physicists often adhere to a frequency interpretation of prob-
ability in which p(z,p) describes huge collection of identical systems, called
an ensemble. The probability p(x,p)dxdp is then the fraction of ensemble
members inside the phase space box. Philosophical issues aside, phase space
distributions are of great use in the analysis of classical Hamiltonian sys-
tems and are still used today (2010). For example, in the analysis of systems
exhibiting chaos [Str00].

2.3 Quantum Mechanics in Phase Space

Now that we’ve (briefly) handled classical mechanics in phase space, let’s ex-
amine a quantum system of a particle with one position degree of freedom. As
quantum mechanics is more fundamental than classical mechanics, we cannot
in honesty derive the path from a classical to a quantum description. There
are some rules, however, which allow us to consider the quantum system
corresponding to a classical system through a process called ‘quantization’.
Here are the top three ways to quantize a classical system:

1. Canonical Quantization: This is the standard operator approach
developed by Heisenberg, Schrodinger, Dirac and others in the 1920’s.
Here the dynamical (conjugate) variables z and p become operators &
and p acting in a Hilbert space which satisfy the canonical commutation
relation [, p| = ih.

2. Path integral approach: This approach to quantization was al-
ready conceived by Dirac in 1933 [Dir33] and worked out to a complete
method by Feynman in 1948 [FH65, Fey48|.

3. Weyl Quantization: Also known as "Phase Space Quantization"
and "Moyal Quantization". It arose out of the work of Wigner (1932)
[Wig32| and Weyl (1927) [Wey27|. The complete formulation was
pulled together by the works of Groenewold (1946) [Gro46] and Moyal
(1949) [Moy49].

These quantization schemes are all logically self-contained and equivalent.
Weyl Quantization shows that quantum mechanics can be formulated fully
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and autonomously in phase space, without recourse to Hilbert Space or op-
erators. Our interest will not lie in this particular quantization scheme, we
shall work quite often in the well known Hilbert Space formulation. Rather,
we will use phase space as an aid to more fully seeing and understanding the
structure of quantum systems. This all begins with the Wigner function.

2.3.1 The Wigner Function

In 1932 Eugene Wigner published a paper on quantum corrections to thermo-
dynamic equilibrium where he introduced what is now known as the Wigner
function [Wig32]. It is a phase space probability density function represent-
ing a quantum state. Its definition for a state given by the density operator
p is:

+oo
1 Y Yy i
Wz, k) = Py / dy(z — §|p\ﬂz + §>6 ky (2.1)

In contrast to the classical case, we have favored the wavenumber k over
the momentum p = hk to attain a cleaner notation without Planck’s con-
stants.

Although Wigner made no mention on how he arrived at this formula, it
obeys some very desirable properties which make it such a useful tool. In-
stead of listing or deriving these properties here, we will adopt a first prin-
ciples approach to defining a useful phase space distribution. In doing so,
we will derive the Wigner function and some of its properties. There are a
number of reasons for this approach:

1. Mluminating structure. This approach elucidates what characterizes
the uniqueness of the Wigner function, and shows what properties can
be derived.

2. Generality. When generalizing Wigner functions to different phase
spaces (i.e. not just planes), we can carry over the defining properties
of a Wigner function to guide us to a definition in a more general
setting.

3. Elegance. All said and done, this path to the Wigner function turns
out to be quite simple and elegant.

2.4 Phase Space Isometries

In this section we will discuss some useful operations that represent the two
orientation preserving isometries' of the phase space. Since our phase space
is a plane, any orientation preserving isometry can be built by combining:

! An isometry is a transformation of the plane that leaves all distances unaltered. Ori-
entation preserving means that the ‘handedness’ of the plane is unchanged (i.e. no mirror
image).
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1. Translations

and

2. Rotations about the origin

These isometries can be represented by unitary operators. Our purpose here
is to introduce these operators and discuss their properties.

Because we would like to focus on the structure of the dynamics, we introduce
the following dimensionless variables which take the place of the position and
momentum operators Z, p:

o a . _ P

X = kz, K= e

Here, k is a free to choose constant which can be adjusted to the particular
problem at hand. For a harmonic oscillator, for example, a conventional
choice is: kK = vVmwh.

We will refer to X and K simply as the position and momentum operators
from now on. The canonical commutation relation takes the form:

(X, K] =i
And we also define the ladder operators a, al by:
. X +iK X —iK
G=——7—, Al =2
V2 V2
. a+af . a—al

V2 V2
Such that [@,af] = 1. Lastly, we have the number operator 7 = a'a whose
eigenstates are the number states {|n)}° .

2.4.1 Translations

It is well known that the momentum operator K generates translations in
position space:
U,|z) = exp (—z’af() |x) = |z + a),

and the position operator X generates translations in momentum space:
V%) = exp (sz) k) = |k + b)

We will use the tilde ™ over kets to accentuate that it is a momentum basis
vector. We can combine the two operators in a single displacement operator
D(b,a) that represents arbitrary translations in phase space:

i D N o
D(b,a) = exp (i(aX — bK) = Vulyexp <_“;> — 0,7 exp <162L>

Several useful properties of the displacement operator are shown in table 2.1.
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2.4.2 Rotations

To find the generator of rotations, we take a cue from the classical simple
harmonic oscillator. We know that here a system point rotates clockwise with
angular frequency w. An analogous result holds for the quantum harmonic
oscillator. We consider the quantum mechanical states that are as ‘classical
as possible’: the coherent states [Gla63b, Gla63a|. These are eigenstates of
the annihilation operator a which spectrum is the complex plane:

ala) = ala)

The real and imaginary parts of « are related to the position and momentum,
as is obvious by the relations:

. a+al . a—al

V2 V2

Therefore, a coherent state |«) can be represented by a point in the phase
plane. This point will rotate clockwise around the origin with angular fre-

quency w. So, thinking of the evolution operator U(t) = exp (—iﬁt/h),
where H = hw(f 4 1/2), we can guess that the operator R(#) = exp(ifi)
performs a counterclockwise rotation in phase space. This is quickly verified
for coherent states:

R(O)]a) = ei®elol /2 Z ) =

= |ae)

Since the coherent states form an overcomplete basis, R(@) represents rota-
tions in phase space in general.

In two dimensions, a reflection about the origin sends the point (z,k) to
(—z,—k) and is equivalent to a rotation of 180° about the origin. If we con-
sider the parity operator P, defined by Plz) = | — z), then it is easily shown
that P = R(r).

Eigenstates of the Isometry Operators

It is clear from the expression of R(#) = exp(ifn) that the number states
|n) are eigenstates of the rotation operator. Therefore, their phase space
representation must be rotationally symmetric about the origin. To find
a set of eigenstates belonging to b(b, a), we use the knowledge that the

position eigenstates {|z)} are eigenstates of D(0,1) = exp (zf() Therefore,
we define a rotated version of the position operator, X@, called a rotated
quadrature operator:

Xy =R(O)XR'(#) = X cosf + K sinf
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b,a) = D(—b,—a) D(b,a) = UpV,e'®/2 = V,V,e~iab/2
ia(z+b/2) |z + b) f?”(b, a)
—ib(k+a/2) |k + a) f?(b, a)

Il
D QO

Pla) =| - a) R(0)aTRI () = afei®

R(9)aR1(9) = ae D(re®)[vf) = [¥f,,)

R(0)X4R1(0) = Xgvo R(0)D(re®) RY(0) = D(rei@+9))
R(0)e™ X RT(9) = e Xoto ﬁT(reie)X¢ﬁ(rei9) = X¢ + 7 cos(0 — @)

Table 2.1: Useful identities for the translation, rotation and quadrature op-
erators

Consequently, the rotated quadrature eigenstates {|[¢¢)} are:
P .
¢r) = R(O)[t)

Such that R
Xolyr) = tlyr)

Table 2.1 contains a selection of useful properties concerning D, R and their
eigenstates.

2.5 Tomography

The word ‘tomos’ is ancient Greek, meaning ‘cut’,‘slice’ or ‘section’. Tomog-
raphy, then, is imaging by sections. What exactly is meant by a ‘section’ or
‘slice’ in this context and why it is relevant to us will be explained below.

First, imagine that we are given an ensemble of particles in an identical
quantum state, unknown to us. We would like to find out what this state
is, i.e: find the density matrix p. This is clearly an important problem for
quantum state determination and quantum state preparation. Without any
prior information, we cannot possibly determine p uniquely from a single
measurement. Furthermore, we can’t determine p from an arbitrary number
of measurements of a single observable, like position. We could reconstruct
tr (pla)(z|) = (x|p|z) to arbitrary precision? with position measurements

2Theoretically speaking. Inevitable experimental uncertainties should be taken into
account.
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only, but this won’t allow us to uniquely write down p. To see this, consider
the case where p is a pure state [¢)(1p|. The wavefunction is (x|) = ¢ (z).
With position measurements, we are able to reconstruct |1)(x)|? to within
any desired precision. But this does not allow us to distinguish between
Y(z) and (x)e’*®) | where ax) some function of z. As a concrete example,
note that the entire set of plane waves i(z) = \/% exp (tkx) have a uniform
position distribution and correspond to different momentum eigenstates of

momentum hk.

From the above, it seems we need to ‘probe’ different aspects/properties
of the quantum state in order to ‘reconstruct’ it. In general, such a recon-
struction procedure must depend heavily on the physical context, such as
the accessible physical observables.

Let us be guided by our phase space setting to see what a position mea-
surement entails. Since a phase space distribution W (z, k) should, at least
classically, be thought of as a joint probability distribution for the posi-
tion and momentum, knowledge of the state’s position distribution equals
knowledge of the marginal distribution for the position. This is obtained by
summing/integrating over the momentum variable:

“+oo
br (Pl (a]) = / W, k)dk

The obtained function is called the projection of the phase space distribution
along the k-direction. Similarly, by making measurements of the momentum
(or wavenumber), we find the projection of W along the z-direction. These
marginal distributions are still insufficient to determine p by far, as illus-
trated in figure 2.3.

The interpretation of these measurements as projections suggests that we
should consider projections along arbitrary directions, parameterized by an
angle 6. It turns out, remarkably, that from these projections the entire
phase space distribution can be reconstructed. What we are measuring, the
set of projections, is called the Radon transform3 of W. To reconstruct W,
we need to apply the inverse-Radon transform.

This is in itself a beautiful result, although some justifications regarding the
physical meaning or feasibility of ‘measuring projections along an arbitrary
angle in phase space’ is necessary. Integration along a parallel set of lines
whose unit normal makes an angle 6 with the x-axis amounts to measuring
the observable Xy = X cos #+K sin 6. There are various homodyne detection
schemes in optics which allows us to measure Xy [SBRF93][ZVB04]. They
are widely used experimentally for tomographic reconstructions of quantum

3See appendix B for a mathematical description.
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Figure 2.3: Two different Wigner functions having the same marginal posi-
tion and momentum distributions. They are related by a quarter rotation.

states. For a more in-depth overview I will refer the reader to reference
|[LRO9].

2.6 The Wigner Function from First Principles

2.6.1 Defining properties

In this section we will derive a phase space distribution W (x, k) for a given
density operator p by imposing essentially only two properties:

1. Galileo covariance
2. Tomographic property

The first property is a natural (nonrelativistic) physical requirement, as the
choice of the origin of the phase space is essentially arbitrary by the equiva-
lence principle. Since a Galileo boost of the system is identical to a transla-
tion in phase space, we will from now on refer to this property as translation
covariance. The second property can be regarded as a defining property of
the Wigner function. We want the marginal probability distributions along
any direction to match with the probability distribution of the corresponding
rotated quadrature observable.

2.6.2 Phase Point Operators

To cast the above requirements in a more mathematical form, we will intro-
duce the concept of ‘phase point operators’. By the tomographic property,
the correspondence between p and W (x, k) has to be linear, i.e. a convex lin-
ear combination of two density matrices Ap1+(1—\)p2 with 0 < X < 1, leads
to the same combination AW (z, k) + (1 — A\)Wa(z, k) of the corresponding
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Wigner functions Wi (x, k) and Wa(z, k). This is intuitively what we expect
when we regard p as a statistical mixture of states and W (x, k) as a proba-
bility density distribution. It follows that the correspondence between p and
W (z,k) can be written as:

Wz, k) = %m« (ﬁ/l(a:, k:)) (2.2)

The set of operators A(z, k) associated with each point in phase space are
called phase point operators. We can use equation (2.2) to translate the
requirements on W (z, k) to requirements on A(x, k).

2.6.3 Translation Covariance

Galilean boosts of the system are represented by the displacement operator
D(b,a):

D(b,a) = exp (i(af( - bf())

which generates translations in position and momentum. A boost of the sys-
tem by (b, a) means the graph of W will be shifted a corresponding distance
in phase space. So we require:

p— D(b,a)pD(b,a) = W (x, k) = W(x — bk —a)

As mentioned before, we can translate this to a constraint on the phase point

A~

operators A(x, k). We must have:
tr (f)(b, a)pDt (b, a)A(z, k)) — W(x—bk—a)=tr (ﬁA(x bk — a))

S}nce this relation has to hold for every density operator p, this means
DY(b,a)A(z,k)D(b,a) = A(x — b,k — a) by result (3) in Appendix A. This
means we only have one independent phase point operator, say A(0,0). The
others are related through:

A(z, k) = D(z, k) A(0,0) D (z, k) (2.3)
2.6.4 The Tomographic Property
Recall the definition of the rotated quadrature operator:

Xp = XcosO+ K sin6

Its eigenstates are the rotated quadrature states:

Xolv) = t|yf)
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Considering the line through the origin, the tomographic property therefore
requires:

+oo
tr (p\¢g><¢g|) - / W (x,k)3(x cos  + k sin 0)dwdk

Utilizing the correspondence (2.2) and proposition (3) in Appendix A as
before, we find the following requirement for the phase point operators:

% // A, k)3(z cos 6+ k sin ) dadk = [0) (1] (2.4)
D

The above integral is over the entire phase space, which we will denote by
D.

2.6.5 Radon Inversion

Equations (2.3) and (2.4) are the mathematical forms of the two requirements

PN

we ask of {1(1‘, k")u These properties can be combined into a single equation
by using: D(b,a)D(d,c) = D(d,c)D(b,a)e’(*4=t) (table 2.1). This gives:

// Az, k)6(t — 2 cos 0 — ksin 0)dzdk = 27 |p?) (7| (2.5)
o
We have therefore fully specified the Radon transform of A. We will now
invert this expression to find A(z, k) by following the inversion process de-

scribed in Appendix B.2.

First we will take the Fourier transform with respect to ¢, yielding the inter-
mediate function G(r, 0):

+o0 +00
G(r,0) = Vor / ™"t (vt ldt = v2m / e~ Xo ) (| dt = v/2me Ko

Taking @ = rcosf and b = rsinf, we can write é(a, b) in terms of the
displacement operator:

é(a, b) =V ore (X HPK) — 21D (b, —a)

The last step is to take the inverse 2D Fourier Transform of G(a, b). We thus
find:

Az, k) = % / / (9™ +%) Db, —a)dadb
[
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In particular:
A 1 .
A(0,0) = o // D(b, —a)dadb
®

To see what the action of this operator amounts to, we let it act on a position
basis ket |x). We get:

A(0,0)|z) = ;ﬂ//f?(b, —a)|z)dadd = ;ﬂ// e~ @+ 3) |3 1 b)dadb
[ [

+00 +oo
- /5(m+g)|x+b>db:2/5(b+2x)x+b>db:2\x}

Therefore /1(0,0) — 2P, where P is the parity operator we mentioned
in 2.4.2. By the translation property (2.3) we easily find the other phase
point operators:

A(z, k) = 2D(x, k)PD'(x, k) (2.6)
Using the definition of the phase point operators in equation (2.2) we can
work out the following explicit expressions for the Wigner function:

+oo
1 R i
Wik = = [ (@~ ylpia + )y 2.7
1 b
- _ Yy Y iky g )
5 [ (= Blole + D)ty (2.8

in agreement with (2.1).

2.6.6 A Final Check

There is one possible caveat in the previous derivation. We know that Radon
transforming a function and then inverse Radon transforming it yields back
the original function. In our case however, we started with an expression
27(b) (5|, assumed it to be the Radon transform of some function A(z, k)
and then inverse Radon transformed to find what the A(z, k) should be. It
is not necessary, however, that the Radon transform of A(x, k) yields back
2|bh) (p), it might be that 27|y)) (¥h] lies outside the range of the Radon
transform. To check that this is not the case, we’ll plug (2.6) into the Radon
transform and verify that we indeed get the right projection operator. We
parameterize the line x cos 0+ysinf = ¢ by (—rsin @+t cos @, r cos 0+t sin6),
where the r is the parameter. So we evaluate:

+o00o
1 )
o A(—rsinf +tcos,rcosf + tsinf)dr (2.9)
T

—00
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We can rewrite the integrand with a combination of translations and rota-
tions:

A(—rsin@ + tcosh,rcos + tsinf) = D(te”)R(0) A0, r)RT(6) DT (te?)

A(0,7) is simply 2V, PV;|. Inserting the closure relation J x) (x| = 1 between
V. and P, we get:
+o0o
A(0,7) =2V, -1- PV =2 / e |z) (—x|eC dx
—0o0

Therefore, integrating this with respect to r:

00 400

// 2| ) (| dadr = Ar / 5(22) | (—|da = 27]0) (0] = 27[u0) (|

— 00—

Putting it all together, we find that expression (2.9) equals:

D(te”)R(9) (2m[00)(¥0]) BT (0)D(te) = [of) (4f|

o

So we verified that we indeed get the original function back.

2.7 Summary and Discussion

In this chapter we have given a quick overview of the concept of phase space.
We have introduced the Wigner function and emphasized that the Wigner
function is set apart from other phase space distributions by what we have
called the tomographic property. The tomographic projection corresponds
physically to a marginal distribution and this is what makes use of the
Wigner function practical. Finally, we have shown that this tomographic
property together with Galilean covariance completely and uniquely deter-
mines the Wigner function as introduced by Wigner himself in [Wig32].

Although the Wigner function has the flavor of a joint probability distri-
bution of the position and momentum of a particle, it is not reconcilable
with a true probability distribution. Arguing from Heisenberg’s uncertainty
principle or Bohr’s complementarity principle, it is not meaningful to assign
simultaneously both a definite position and a definite momentum to the par-
ticle. Thus the quantity W (x, k)dzdk can generally not be interpreted as
the probability that the particle has position in the range [z,x + dx] and
momentum in the range [hk, h(k+dk)] as it does in the classical case. Math-
ematically, the failure of interpreting the Wigner function as a probability
density is reflected by the possibility that W (x, k) can become negative in
certain regions. The Wigner function is, however, real, normalized and gives
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the correct marginal probability distributions for all observables Xp.

Given the phase space, there are several distributions on could define. The
Wigner function is the most popular, given it is the unique distribution with
the properties we described. We should mention two other alternatives: the
Q- and P-distributions, which are related to the Wigner function. We will
not go into these other distributions in any depth, but for completeness,
appendix C discusses them. The definition of the @-distribution requires
coherent states, which will be useful for us in chapter 4.
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Chapter

Discrete Wigner Function

In this chapter we will investigate possible generalizations of the continu-
ous Wigner function, discussed in the previous chapter, to finite dimensional
quantum systems. We will see that this adapting to finite dimensions is not
without difficulties. The dimension of the Hilbert space in question turns
out to play a crucial role.

In the first section we will discuss some very useful properties of the contin-
uous Wigner function. We would like to transfer as many of these properties
to the finite dimensional case. In section two we start our descent into finite
dimensional Hilbert space, starting by describing the phase space we will be
using. Section three then covers a discussion of a Finite Radon Transform
and its inverse in a form which is ideally suited for our purposes. After a
thorough investigation we can then apply it to find an expression for the
discrete! Wigner function from first principles, analogous to our approach in
the first chapter, this is done in section four. In section five we investigate
some properties of the Wigner function we have arrived at. We end with a
summary and discussion of our results.

3.1 Some properties of the Continuous Wigner Func-
tion

In this section we will describe a few desirable properties of the continuous
Wigner function and their relevance. These derivations are most easily done

by investigating the properties of the phase point operators A(z, k). To

!By discrete, we explicitly mean finite.

23
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recap, the definition of the Wigner function of a density matrix is:

Wz, k) = %tr (PAca. )

(3.1)
Az, k) = 2D(x, k)PD' (2, k)

The first two properties are of course translation covariance and the tomo-
graphic property which allows us to reconstruct the Wigner function from a
set of measurements. These are the properties we imposed and so this is not
surprising.

The Wigner function is real and normalized. The first one follows from the
Hermiticity of the phase point operators, the second from the tomographic
property, since each quadrature basis {|¥¢)}; is complete.

Although we have not imposed any requirements on rotational aspects, the
Wigner function is also well behaved under rotations. That is, if we rotate
our system, the Wigner function rotates covariantly:

p— R(O)pRI(0) = W (z) — W(ze'?),

where we have used a complex number representation z = = + iy < (z,9)
for clarity.

The last important property is the overlap property:

tr (pp') = QW/Wﬁ(ac,k)pr(x,k:)dxdk
o

Thus the amount of overlap between two Wigner functions is directly related
to the ‘amount of overlap’ between the corresponding quantum states.
Also, if we transform an observable O to a phase space function O(z, k) in
a similar, though not identical, manner as a density operator:

O(z, k) = tr (OA(:L«, k:)) , (3.2)

then the overlap property says that we can evaluate the average value of O
as:

(0) = | O(z, kYW (x, k)dzdk,
/

which is what we would have classically. Note the factor of 27 that is
present when transforming a density operator to a phase space function
(equation 3.1), but absent when transforming an observable to a phase space
function (equation 3.2).

The overlap property is a natural consequence of the tomographic property
and translation covariance and will continue to hold in the finite dimensional
case. We will show and prove this in section 3.5.4.
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3.2 Finite Dimensional Phase Space

We now turn to the case where our quantum system is described by a finite,
N-dimensional Hilbert space H. The first task is to define the arena in which
our Wigner function will live. What should our phase space look like?

In the continuous case, the phase space axes correspond to two canonically
conjugate variables, X and K, such that [X, K] = i. In finite dimensional
Hilbert space this commutation relation can no longer hold. An easy way to
see this is to take the trace of the commutator on both sides, together with

tr (XK) =tr (KX)
tr ([X,fq) — tr (i) = iN
while?
tr ([X,K']) = tr (XK—KX) =tr (XK) —tr (KX) =0

First we need to assign a basis {|n) 7]1\[:_01 in ‘H which serves as the analogue of
the position basis in the continuous case. We will call this the computational
basis. By the tomographic property, we require that the sum of the Wigner
function down any vertical line give an outcome probability for a ‘position’
measurement. Repeating the same argument as in the previous chapter, this
means that the sum over the phase point operators A(n, k) down a vertical
must equal something proportional to a projection operator |n)(n|. Since
there are N distinct operators, there should be N distinct vertical lines to
sum over. The same argument for horizontal lines shows that a phase space
of N x N points, laid out like a grid is a natural choice. There is another
reason why this is a preferable choice. The number of independent real pa-
rameters to uniquely characterize an N-dimensional density matrix is N2 —1.
We need 2N? real parameters for an arbitrary complex matrix, N? if it is
Hermitian and N? — 1 if it has unit trace. A density operator also has the
property that it is positive. This is, however, a nonholonomic constraint?®, so
we can disregard it in our counting of the degrees of freedom®*. Specification
of a normalized, real valued function defined on an N x N grid also requires
N? —1 real parameters. This means that there will be no redundancy in our
definition with this choice.

2This argument fails for an infinite-dimensional Hilbert space, because the trace is then
no longer a well defined operation on all operators. In particular, the trace of I is not
defined.

% A nonholonomic constraint is a constraint which does not reduce the number of degrees
of freedom. In this case it takes the form: A; > 0, where the \; are the eigenvalues of p.

4By degrees of freedom, we simply mean the number of independent real parameters
required to fully specify, without redundancy, our object of interest.
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It should be noted in advance that this choice is not without difficulties,
which will become clear later in this chapter. There exist formulations
which utilize a 2N x 2N phase space to combat these difficulties [HB8O0,
Le095, Le0o96] and these have been used in descriptions of quantum algo-
rithms [MPS02a, MPS02b|. The only real issue with this choice is the arising
redundancy; the phase space is four times as large as it needs to be. In this
thesis we will only investigate the possibility of defining a discrete Wigner
function on an N x N phase space.

3.2.1 The Conjugate Basis and the Displacement Operator

We have already chosen a computational basis {|n)} "}, functioning like the
‘position’ variable, as it does in the continuous case. What bases should we
choose for the ‘momentum’ basis, labeled {|k>}]kV:})17 As they are conjugate,
per Heisenberg’s relation, precise knowledge of the one variable should imply
complete uncertainty about the other. That is, we require:

~ 1
|(n|k)|? = N (3.3)

The value of 1/n is fixed by normalization of the basis vectors. A pair of bases
satisfying equation (3.3) are called mutually unbiased. In the continuous case
actually, the uncertainty relation gives the exact basis change between the
position and momentum eigenstates:

~ 1 .
(o) = —— etk

Ver

B 1 oo . (3.4)
k) = — [ dxe™|x
R
The N-dimensional analogues of these are:
7 1 2mikn
nk)=—=e N
k) \/N
(3.5)
27rzkn
e N

Just as the position and momentum bases are related by a Fourier transform,
so are the computational and conjugate bases related by a discrete Fourier

transform:
ox <2mkn) i) (3.6)

exp ( 2“’“”) ) (3.7)

=z

%% é%
MHOM

n=0
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We introduce the discrete translation operators U and V by their action on
these bases:

Oln) = |n+1)
VIE) = |k + 1)

In the continuous case, the momentum and position operators act as gener-
ators of space and momentum respectively and we have:

U, |k) = exp (—ikz) |k)
VyIn) = exp (iny) n)

It’s easy to check that the discrete analogues of these equations hold:

o~ 2mikx \ |~
00 = oo (-5 ) )

~ 271
Vi) = exp (252 ) 1)

From the above, it should be clear that we need to consider the labels in
our basis kets |n) periodically, i.e. modulo N. Since translations should be
unitary, finiteness of our Hilbert space together with U|n) = |n + 1) implies
that U|N — 1) = |N) = |0). Therefore, our phase space is not actually an
N x N grid, but an N x N discrete torus (Fig. 3.1): If we walk along the
horizontal or vertical directions, we end up at the same spot after N steps.

Figure 3.1: The topological structure of our finite phase space for N = 10.
A discrete torus with ten circles, each having ten points. A point is specified
by a pair (n, k) denoting the circle number and point on that circle.

3.2.2 Lines in Phase Space

If we wish to generalize the tomographic property to our discrete phase
space, we need to understand what we mean by a ‘line’ in this case. In the
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(a)n—k=0 (b)2n—k=0 (c)2n—2k=0

Figure 3.2: Three lines in phase space for N = 4. (a) is satisfactory, (b) is
less well behaved, but will be necessary, (c) should not be allowed.

Euclidean plane, a line extends indefinitely in both directions. Since our
discrete phase space is periodic, a line would be ‘wrapped around’ the plane.

Intuitively, we want lines to be ‘straight’, meaning the ratio between horizon-
tal and vertical displacement of two points on the line should be the same.
We can also go the algebraic route and say we define a line by the set of
points (n, k) satisfying the equation bn — ak = ¢, where all parameters take
values in Zy (the set of integers modulo N) and (a,b) # (0,0). Although
these definitions are nearly identical and may seem like a good choice, they
contain some nasty cases which we would not like to include.

To illustrate this with an example, let’s take N = 4. In Z4 the equation
2n — 2k = 0 is satisfied when n —k = 0 or n — k = 2. This ‘line’ fills out half
of the entire phase space (8 points). The line n — k = 0 has only 4 points
and is contained in the previous line (Fig. 3.2).

A different kind of problem may arise for lines like 2n — &k = 0. This line
intersects two of the horizontal lines twice. When we repeatedly translate
this line one step horizontally we create only one other line and their union
does not fill out the entire phase space.

At this point, a little excursion into some elementary number theory is nec-
essary. The mathematical reason for multiple intersects with a horizontal
axis is that the slope, 2 in the example, is not invertible modulo 4. That is,
there is no element x € Z4 such that 2z = 1. An element that is invertible
is called a unit. When every element of Zy except 0 is a unit, Zy is called a
field®. Thus in a field, division through any nonzero number is possible. A
basic result in number theory is that an element x € Zy is invertible if and
only if the greatest common divisor ged(x, N) = 1. In this case z and N are

5The mathematical algebraic meaning of field is thus completely different from the
same word in physics, e.g. in the electric field.
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called coprime. By definition, the number of positive integers less than or
equal to N that are coprime to N is equal to Euler’s totient function ¢(N).
If all positive integers less than N are coprime to N, then N has to be a
prime number. Therefore, Zy is a field if and only if N is a prime number.

Considering the important role lines will play we would like to impose to
following requirements on them:

e Each line must contain N points

e Each line intersects each row and column exactly once

These restrictions ensure that each line has N — 1 other parallel® lines which
together fill out the phase space. such a set of N parallel lines is called a
parallel class. Mathematically this means that we require a and b in the
equation bn — ak = ¢ to be units or 0 (but not both zero). The number of
‘slanted’ directions (i.e. not horizontal or vertical) in our phase space by this
rule is then ¢(N), since we can always write the equation bn — ak = ¢ in the
form k = mn + t where the coefficient of k is 1. So each unit gives rise to a
certain direction in phase space. Together with the horizontal and vertical
directions, there are o(N) + 2 directions. Therefore there are also p(N) + 2
parallel classes, each containing N lines.

Unfortunately, although we want to take all lines of the form k = mn + ¢,
with m a unit, into account, these are not sufficient in general when N is
not a prime number. We can see this if we make a count of the number of
degrees of freedom. How many independent real parameters can we distill
if we measure in a basis belonging to a parallel class? There are N distinct
outcomes whose probability add to 1. So for each measurement correspond-
ing to a direction we can learn N — 1 real parameters. Thus we need N + 1
directions to learn the (N + 1)(N — 1) = N2 — 1 real parameters specifying
the density matrix, therefore we need ¢(IN) = N — 1 which is only true if N
is prime.

There is another way to see that the ¢(N) + 2 directions give insufficient
information to reconstruct the Wigner function when N is not prime. Sup-
pose we wish to learn the value of W(0,0) when we are given the sum over
lines Py, for each of the 6 lines A; in the figure below. Clearly only the lines
through the origin contribute to information about the value W (0,0). The
solution is to take the total sum of all the given projections. Each point is
counted once except for the origin, which is contributed 6 times. Since the
Wigner function is normalized, we find that the value of W(0,0) is:

1 6
w(0,0) = ¢ (Z Py, — 1)

®Two lines are parallel when one can be made to coincide with the other by translating
each point by the same vector modulo N.
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Contrast this with the case where N = 4. Since now we cannot reach each
point of the phase space from lines through the origin, our information is
no longer sufficient. We need to include lines k = mn + ¢ where m is not a
unit. This will cause redundant oversampling of some points in the Radon
transform’. The direction (b,a) along the line an — bk = t must satisfy
ged(bya, N) = 1 to ensure it has N points, but we don’t need all such di-
rections. How many and which directions are necessary to ensure that the
finite Radon transform arising from this is invertible has been worked out
by A. Kingston and I. Svalbe [KS07]. Although the finite Radon transform
developed in their paper has likely been intended mainly for image process-
ing applications, the periodicity of the N x N array is perfectly suited for
our purposes of investigating discrete Wigner functions.

3.3 The Finite Radon Transform (FRT)

The continuous Radon transform (or rather its inverse) (Appendix B) has
found an incredible number of uses, for example in medical imaging, seismol-
ogy, signal analysis, digital image processing and quantum state tomography.
We have found that we can invert the Radon transform given the continuous
set of projections for each angle 6. In reality, we can only obtain a finite set
of projections. The question of what set of projection angles to take and how
to reduce consequential artifacts in the reconstructed image is an important
and active area of research. For digital image processing purposes, it may not
always be advantageous to consider an N X N image as a periodic array, or to
require an exact inverse transform as information loss is acceptable in image
compression. For this reason, there have been different constructions gener-
alizing the continuous Radon transform to the finite case. For our purposes,
it is clear that we must have a definition which considers periodic arrays and
has an exact inverse. The first definition for periodic arrays was developed
by Matus and Flusser (1993) [MF93]. This definition only applied to arrays
of size p x p, where p is a prime. Hsung, Lun and Siu (1996) developed a
periodic finite Radon transform which also applied to dyadic arrays of size
2™ x 2" [HS96]. Kingston extended this to a definition on prime-adic arrays
of size p™ X p™ where p is prime. The generalized finite Radon transform
for any square N x N array was completed by Kingston and Svalbe (2007)
[KS07]. In this section we will briefly summarize the results of the paper
before we apply them to our purposes.

Each parallel class is given by a direction vector (b,a) such that the lines
in that class are of the form an — bk =t for t = 0,..., N — 1. This way,

"A more convincing proof of why we need other lines to create oversampling is given
in 3.3.1, after the definition of the finite Radon transform
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Figure 3.3: (left) A 5% x 5* image of Astrid and Eline, (middle) the 625 x 750
Radon transformed image, rescaled to the interval [0,255] and (right) the
exactly reconstructed image using the IFRT of section 3.3.1.

the line through the origin and direction (b, a) is given by the set of points
(sb,sa) (s =0,...,N —1). The set of direction vectors is denoted by O .
This set and the way it is constructed depends on whether N is prime (the
simplest case), N is a prime power or neither (the most complex case). The
construction of Oy, though described in [KS07], is actually not important
to our purposes. We will therefore assume O given with the understanding
that, for N not prime, oversampling occurs.

The number of lines passing through the origin going and the point (z,y)
is given by the oversampling function vy (x,y). When we choose a direction
(b,a) € O and consider the sequence of points (sb, sa), for s =0,...,N—1,
this gives rise to a sequence vy (sb, sa). A remarkable result is that this se-
quence is independent of the direction (b,a). Therefore we can consider the
oversampling function as a function of one variable only: vy (s).

With these definitions in place we can state what the FRT (Finite Radon
Transform) of a function W(n, k) defined on Zx x Zy is:

N-1
Rya(t)= > W(n,k)on(an —bk—t),  for (b,a) € O, (3.8)
n,k=0

where dy is the periodic Kronecker delta: dy(z) =1 if x =0 mod N and
On(x) = 0 otherwise.

As an example, we consider N = 5% = 625. Figure 3.3 shows a gray-scale
625 x 625 image, which we can regard as a discrete phase space function. The
pixel values are bytes, ranging from 0 (black) to 255 (white). The number of
directions can be shown to be 54(1 4 1/5) = 750, so the Radon transformed
image will have dimensions 625 x 750.
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3.3.1 The inverse Finite Radon Transform (IFRT)

There are several ways to invert the FRT. Before stating the method we will
use, we will take the (inverse) Fourier transform of Ry ,(t) with respect to t,
just like in the continuous case. As a result we will see why oversampling is
necessary. We get:

N-1
Rya(t)e 2 N = N W (x, k)oy(az — by — t)e 2m/N

)

N—

[ay

t= z,y,t=0
N-1 _ .
= Z W (x, k)e2™uby=a)/N — W/ (_yq, ub),

z,y=0

where W is the 2D discrete Fourier transform of W. We see that, unless
the set (—ua,ub) with (b,a) € Oy and u = 0,..., N — 1, cover the entire
grid, W is not completely specified. Since the function W holds the same
information as W and Ry, (t) (as they are related by Fourier transforms),
we cannot reconstruct W if the set of lines through the origin, generated by
(b,a) € ©n do not cover the entire grid.

Inversion of equation (3.8) is done by the following steps, as explained in
[KS07].

1. From Ry4(t), we find the filtered back-projection Ry 4(n), defined by
the circular convolution:

N-1
Boan) = 3 Ryalty - 7)H(7), (3.9)
7=0

where the Kernel H is given by:

R | 2miTWw
H(r) = % o) P ( N ) (3.10)

2. With Rb,a(ﬁ) in hand, the original function is given by:

1

W(n,k) = 53 > Ryalan — bk) (3.11)

(b,a)€ON

To prove that this indeed inverses the FRT, we can plug equation (3.8) into
equation (3.11), using equations (3.9) and (3.10). We start by evaluating
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Rb,a (77):
N—-1
D W($, y) TiTW
Rb,a("?) = Z UN(’LU) 5N(aﬂs—by—77—|—7')62 /N
z,y,7,w=0
N-1
_ Z W(LU, y) eQm’(axfbyfn)w/N
z,y,w=0 UN (w)

Now we use the transform given in equation (3.11) to get:

Z Z Qﬂi(a(:rfn)fb(yfk))w/N

(b a)€O N z,y,w=0

2ri(wa(z—n)—wb(y—k))/N
— > Z o wa, _wb)e (3.12)

(bzz €Oy z,y,w=0

In the last step we have used that vy(w) = vy(wa, —wbd), which holds for
all (b,a) € ©ON®. Now the sum over the (b,a) and w together can be viewed
as a sum over the entire array where the point (zg,yo) is visited vy (zo, yo)
times, by definition of the oversampling function. Therefore, we can perform
the substitution:

3 zf =Y fo,w)

(b,a)e©On w=0 Z0,Y0

Using this, expression (3.12) can be written as:

N-—1
1 A
= 3 Wa, )i tow-k)/N
$,y7$07y0:0
N—-1
=) W(z,y)én(x—n)dn(y — k) = W(n, k)
z,y=0

Thus we have indeed recovered the original function.

3.4 The Discrete Wigner Function from the IFRT

The definition of the discrete Wigner function goes naturally in terms of
phase point operators A(n, k) on our N x N grid. We thus define:

Wn, k) = %tr (PA(n. 1)) (3.13)

8This doesn’t mean that (b,a) € Ox implies (a, —b) € On too, just that the oversam-
pling sequence is identical: vn(w) = vy (wb, wa) = vy (wa, —wb)
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Now that we have the FRT and its inverse, we can apply it to the phase space
operators fl(n, k). Analogous to the continuous case, we consider lines given
by an — bk = t. The sum of fl(n, k) over this line should be proportional to
the projection operator corresponding to that line. Because ﬁ(b, a) is unitary
and D(b,a)N = D(Nb, Na) = (—1)%NT, its eigenvalues are (—1)®Nwt, for
t =0,...,N —1 and with w = exp (2mi/N)?. We let Wf’a> denote the
eigenvector of D(b,a) with eigenvalue (—1)?Nwt. Therefore:

D(b CL abN Z S”l/)

and

N-1
D(wb, wa) = (=1)*N Y W) (2|

s=0

The above expression has the form of a DFT. This allows us to invert it
and write the projection operators ]wf "Z}(v,bf “| in terms of the displacement
operator:

N—
ba o 1 awa —wt 7~
) (| =N E w™ Yt D(wb, wa) (3.14)

We characterize our discrete Wigner function by the tomographic property
and translation covariance. Mathematically these are the finite dimensional
counterparts to equations (2.3) and (2.4) in chapter 2:

1. Tomographic property:

N—
Rya(0) = Z ax —by) = [Y5") ("

2. Translation covariance:

A(z,y) = D(z,y)A(0,0) D' (z,y)

These can be combined into the single equation:

N—
Roalt) = Z_ (aw by =) = [P WP (3.15)

9This is only true if gcd(b, a, N) = 1, which holds for all the directions we will consider.
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We only have to concentrate on A(0,0) because of the translation property.
Applying (3.11):

1 N—
A(0,0) = 55 Z Ry a(—7)H(7)
(ba)eOn T=
1 N- 1
N oy (w WE%@@?—‘WW (equation (3.11))
(b,a)EGN T,w=0 N
N—-1
1 (_1)(1sz . .
= N2 ~———— D(sb T(w+s) " 314
N2 on (W) (sb, sa)w (equation ( ))

(b,a) GG)N T,'UJ,S:O

~

N-1 (_1)(1sz
D(sb, sa)on(w + s) (Sum over )

vy (w)

D(sb, sa) (Sum over w)

Lastly, if use 'UN<—S) = UN(S) = UN(Sb, sa) and (_1)asz — (_1)(5[))(50,)N7
we get the expression:

N— 1 sb)(sa) A
D(sb, sa) (3.16)

2\~
M

(bercon =0 N ( sb sa)
Now we would like, again, to change the sum over (b,a) € ©x and s in the
above equation to a sum over the entire grid where the point (x,y) is visited
vy (z,y) times. If we do so, it would become:

=~ Z "N D(x,y) (3.17)
z,y=0

This is quite a simple result. From the translation property we can find the
expression for a general phase point operator:

N-1

A(n, kj) = % Z (_Dml}ND(x,y)62m'(k9c—ny)/N
z,y=0

It turns out that this definition works beautifully when N is odd. Unfortu-
nately, when N is even this derivation is subtly flawed. Changing the sum
over (b,a) and s in equation (3.16) into a sum over the grid is justified, as is
done in subsection 3.3.1, when the function that is summed over is doubly
periodic, with periods N, i.e. f(x,y) = f(x + N,y) = f(z,y + N) for all
x,y. Unfortunately, the displacement operator has period 2N, since:

D(a + AN,y + uN) = (1A N P y)
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Figure 3.4: The N x N A =0 A=1
phase space extended to
9N x 2N. The gridis di- | # =1
vided into four blocks of
size N x N. The sum-
mand in equation (3.16)
generally depends on A | pu =0 p=0
and p.

As an example, we consider N = 4. We can take for our direction set:
94 = {(17 0)7 (17 1)7 (17 2)7 (17 3)7 (07 1)7 (27 1)

The point (3, 2) is visited once, by (1,2) € ©y for s = 3, since 3(1,2) = (3, 6),
which equals the point (3,2) on the phase space. However, we may not
replace D(3,6) with D(3,2), because D(3,6) = —D(3,2).

It is not clear how to deal effectively with this problem to obtain a closed
form for A(0,0) for even N and further investigation is needed. For odd N
we can show that equation 3.17 works beautifully. This we will do in the
next section.

3.5 Investigating the discrete Wigner function

In this section we will investigate some properties of the Wigner function
yielded from equation (3.16). We will have to take cases between even and
odd dimensionality of the Hilbert space and these are treated in their rele-
vant subsections.

We have seen that the sum over points in equation (3.16) extends beyond
the N x N grid for certain directions (b,a) € O and s =0,1,... N — 1 and
is problematic since the displacement operator does not have period N. To
investigate this issue, we rewrite equation (3.16) over a function where the
arguments sb and sa are reduced modulo N. Therefore we define:

a=sa—|ZIN,  p=|3)
p=sh— DN, A=)

« and B are respectively sb and sa reduced modulo N. For p and A it is only
important to know whether they are even or odd, so we can consider them
modulo 2. They are 0 or 1 depending on which quadrant of the periodic
2N x 2N grid you are in, see the schematic figure 3.4. With this we can
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Figure 3.5: The structure of the signs for odd and even N. The points show
the sign of D(b, a) relative to D(f, «)

rewrite equation (3.16) in the form:

Z Z 1)@ HBm(N=1) )aﬁND(O‘75) (3.18)

N ooy s=0 o (e, 5)

We see that, when N is odd, the summand is independent of A and p and
the step of changing to a sum over the grid leading to equation (3.17) is
justified. For even N, however, we have to take into account the points at
which a minus sign occurs.

3.5.1 When N is odd

For odd N, we can write (—1)*N = (—1)®. To see what the action of
A(0,0) in equation (3.17) amounts to, we let it act on a computational basis
ket |n):

A(0,0)|n) = N Z D™D (z,y)|n) = N Z e (n+e(NFD/2)y |, 4 )
T,Yy= 0 T, Y= 0

When N is odd, (N + 1)/2 is an integer and the above equation is a DFT:

A(0,0)|n) = 25N<n+xN+1>\x+n>

The solution to n + §$(N+ 1) = 0 exists and is unique when N is odd. The
inverse of (N + 1) modulo N is 2, since 2- 3(N +1) = N+1=1 mod N.
Therefore n + 1x(N + 1) = 0 is satisfied only for z = —2n. We find:

A(0,0)|n) = | —2n+n) =] —n)
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So we can identify A(0,0) with the finite parity operator P, similar to the
continuous case. The general form of the phase point operators and the
Wigner function thus becomes:

A(n, k) = D(n, k)PD'(n, k) = D(2n,2k)P (3.19)
N-1

Wn, k) = %tr (PAln. 1)) = % S (0 — ylpln + y)et N (3.90)
y=0

As a check that the tomographic property is satisfied, we consider a direction
vector (b,a) € O and sum over the corresponding line through the origin.
In the second step we insert the closure relation ), |wb’a><1/1$ =1

1 N-1 1 N-1
N Z (rb,ra) Z D(2rb,2ra)-1-P
r=0 r=
| N1 N-1
b, b, b, b
== 3 WP Wi = 3 evn b
r,t=0 =0

which yields |w8’a><w8’a| as desired.

A direct consequence of the tomographic property is that the Wigner func-
tion is normalized. This follows from:
N-1

% A (n, k) Z In)(n (3.21)
n,k=0
N-1 N_1 . A
R;OW(R, k) = H;O Ntr (pA(n, k)) —r(p) =1

Since A(0,0) is Hermitian, the Wigner function is real.

Another important property of the continuous Wigner function that we have
not imposed explicitly, but is nevertheless satisfied, is the overlap prop-
erty, which follows from the orthogonality of the phase point operators. In
part 3.5.4 we will show that this follows generally from the tomographic and
translational properties, but it is easy to verify directly for odd N from equa-
tion (3.19).

The Wigner function obtained here is exactly the same as posed before by
Wootters [Woo87|, intended for (odd) prime powers, which was noted to
also work satisfactorily for all odd N. It was, however, unclear what re-
quirements were necessary or sufficient for tomographic purposes. With the
IFRT approach presented here, we hope to have elucidated in a geometrical
way that equation (3.19) is the unique form of the Wigner function obeying
translation covariance and the tomographic property.
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Figure 3.6: The extended phase space for NV = 4. There are two inequivalent
directions yielding the same line 22—y = 0 mod 4, but different lines modulo
8. The line with the dots is generated by (1,2) and (—1,—2), the line with
the diamonds by (1,3) and (1, —2).

3.5.2 When N is even

For even N we also would like to reduce equation (3.16), but we have seen
from equation (3.18) that the summand depends on how (sb, sa) extends into
the region outside the N x N grid. In fact, A(0,0) depends on the set Oy
as we can generally choose several direction vectors which generate the same
line in phase space, but extend differently when we consider the extended
2N x 2N phase space. In other words, they generate the same lines modulo
N, but different lines modulo 2N.

To illustrate with the case N = 4, the line with direction (1,2) can also be
generated by any of the direction vectors (—1,2), (1,—2) and (-1, —2), see
figure 3.6.

The choice of (1,2) or (—1,—2) yields an extra minus sign for the point
(3,2), but choosing (—1,2) or (1, —2) yields a minus sign for the point (1,2).
A similar choice occurs for the line with direction (2,1). Therefore, there
are four inequivalent choices which lead to four (slightly) different discrete
Wigner functions.

It’s hard to miss the observation that, for N = 4, the places where extra
minuses can occur are precisely the places that are missed when we only
consider lines through the origin where both b and a are units. Whether this
is generally true has not been investigated yet.

To verify that the tomographic property is obeyed, we should be able to
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work directly from equation (3.16), but we did not get a definite result from
that yet. Numerical calculations have shown, however, that equation (3.16)
gives a discrete Wigner function that obeys the tomographic property with
orthogonal phase point operators for N = 22,23 and 2. These properties
both fail, however, for N = 6,10 and 12. This suggests that the tomographic
property, as we have formulated, can not be fulfilled when N is an even num-
ber that is not a power of 2. Furthermore, it does seem to hold for powers
of 2, which includes the important case of a system of N qubits.

As an example of a discrete Wigner function for N = 4, we take the direc-
tion set ©4 = {(1,0), (1,1),(1,2),(1,-1),(0,1),(2,1)}. The resulting phase
operator A(0,0) is then:

1 o5 (7 1) -3 55 (V1)
A(0,0) = 7(’Y+1) 0 ﬁ(’Y—l) 3
e 3 55 (= 1) 0 sz (=1 |
1 ’ 2v2 1 1 2v2
s (v +1) : 55 (71— 1) 0

where v = % (1+14) = exp (mi/4).
Together with A(n, k) = D(n, k)A(0,0)D'(n, k) this defines the whole Wigner
function W (n, k) = $tr (ﬁA(n, k)) The distribution of the ‘discrete quadra-

ture states’ |¢f “) are as we expected; The Wigner function is zero, except
on the line ax — by = t, where it takes on the constant value 1/N = 1/4. Note,
however, that for the state |wg’2> we get the distribution we would expect for
the line 2z —y = 2 and not the line 2z — 3y = 0. The reason for this is that
we did not choose the direction (3,2) as part of ©4. If we choose (3,2) € O4
instead of (1,2), we would get the expected distribution for \1&3’2) and our
definition for A(0,0) would be different. Since the density matrix can be
reconstructed from the Wigner function, they must contain the same infor-
mation, and it is straightforward to check that |¢3’2)(¢8”2 = |1/}%’2><77Z)%’2 .
We have thus gained important geometrical insights in the reason why the
Wigner function is not unique, how much choice we have and how they are
related.

3.5.3 A link with mutually unbiased bases

In this part, we go back to a discussion concerning general N. In subsec-
tion 3.2.1 we mentioned the concept of unbiased bases. It has been noted
there is a natural link between the lines in discrete phase space and mutually
unbiased bases [BT07, GHWO04]. Here we show some insight in the overlap
property and how it is linked with the unbiasedness of two bases.
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Figure 3.7: Discrete Wigner function of the quadrature states \1/1(2)’1>, |1/131,’1>
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We know that every direction (b, a) € © is associated with a basis {Wf’a)}.
Given two directions, how ‘different’ are the two? This is an important ques-
tion in quantum state reconstruction [WF89, AB01]|. The overlap property
(equation (3.23)) shows that the more the two Wigner functions of two states
19), |¢) overlap, the greater their fidelity |(¢[)|?. We expect, although we
have not proven so yet, that the ‘direction-’ or ’finite quadrature’ states
|¢f’a) have a Wigner function that is zero everywhere, except on the line
ax — by = t, where they take on the value 1/N. From equation (3.23), we
see that this means that the fidelity between two quadrature states is equal
to 1/N times the number of intersection points. When every line with one
direction intersects every line in another direction precisely once, the corre-
sponding bases are unbiased. This is true for every direction in our phase
space only when N is a prime number, which gives a direct way to create
N + 1 mutually unbiased bases. We simply need the eigenvectors of 15(1, a)
fora=0,...,N —1and ﬁ(O7 1), the last giving the computational basis.

We now show that the Wigner function of the finite quadrature states |¢Jf )
have the expected Wigner function from the tomographic property and trans-
lation covariance. Consider the relation:
ba) 4 b b,a| ~ 1 2 b
(WA, k)l = (0 [D(rb, ra) Az, k) DY (rb, ra) )
= (| A(n + b,k + ra)lf)

Since W, ?,a>(n, k) = +( 41 A(n, k)[¢P®) is the Wigner function for a pure

quadrature state, the above is equivalent to:

Wigpey
So the Wigner function has the same value along every line with direction
(b,a). The tomographic property, with normalization, then immediately tells
us that:

(n, k) =W,

|wb,a>(n+rb,k+m), r=0,...,N—1
t

Wba

1
b >(n, k) = N(SN(ax —by—1t)
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As a consequence of the above, we can calculate how ‘unbiased’ two quadra-
ture bases are.

N-1
a c 1 A c
[ ute) 2 = 5 D tr (A, ylude)) dwlaz — by — 1)
w,yzO
~1
W) ey In(ax —by —1t)
z,y=0
1 N-1
= Z on(cx —dy — s)on(ax — by — t)

z,y=0

Only the points (z,y) that satisfy both ax—by = t and cx—dy = s contribute
in the above sum. Therefore, the fidelity of [¢7*) and |1F°) is equal to /N
times the number of intersection points of their associated lines in phase
space. When N is a prime number, any two lines from different parallel
classes intersect exactly one. Therefore each of the N + 1 quadrature bases
are unbiased in this case.

3.5.4 The Overlap property

In the previous part we showed that ("% A(n, k)" = dn(az — by — t).
We know show that the tomographic property with translation covariance
imply that the phase point operators form an orthogonal set. This is quite
easy from the linearity of the Radon transform. The main observation is
that A(n, k) is the inverse Radon transform of N|¢f’a><1/1?’a| and the trace

tr (A(0,0)fl(n,k)), which depends linearly on A(n, k), must therefore be

the inverse Radon transform of
Nix (A0 ) ]) = NW, ) (0,0) = Noy(1)
The proof is given in more detail below.

First we note that the trace tr (A(nl,kl)fl(ng,kg)) depends only on the

relative coordinates (zo — o1, ko — k), since:

tr (A(nl, k) A(na, kg)) = tr (ﬁ(nh k1)A(0,0) Dt (ny, kl)A(ng, k:g))
= tr (A(O, O)A(TIQ —nq, kg —

Therefore we consider the function:

F(n,k) = tr (A(o, 0)A(n, k:))
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and our goal is to find this function. Note that f(n,k) is periodic on our
N x N phase space, because A(n, k) is. The main step is to simply take its
finite Radon transform:

T\’,{;a ank&N(x—by—t)

z,y=0
N—-1
=tr [ A(0,0) Z A(z,y)on(ax — by — t)
z,y=0

= Ntx (A0, 0wy )

)

The last expression is just equal to Non(t), as we showed in subsection 3.5.3.
It is not hard to imagine what function has a Radon transform which is zero
everywhere, except for lines through the origin (¢ = 0), where it equals the
constant N. We can simply take f(n,k) = Non(n)dn(k) and indeed, if we
invert Ry, (t) = Noy(t) with the IFRT, we find:

fr (A(o, 0)A(n, k:)) — Now(n)dn (k)
and by translation we get the general result:
tr (A(n, k) A(m, 1)) = Non(n —m)dn(k —1) (3.22)

We conclude that the tomographic property and translation covariance im-
ply the orthogonality of the phase point operators.

Because the phase operators form an orthogonal basis, from the defini-
tion (3.13) it follows that the Wigner function values are the coefficients
of the expansion of the density matrix:

1 N-1
p=— tr ( pA(n, k) Wnk: A(n, k)

Multiplying by p’ and taking the trace in the above expression readily yields
the overlap property:

N-1
tr(pp) =N Y W(n, k)W (n, k) (3.23)
n,k=0

Thus we can transform any observable O to a phase space function:

O(n, k) = tr (OA(n, k))
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and the expectation value of O can be calculated from the classical relation:

N-1

(O) = > W(n,k)O(n,k),

n,k=0

The overlap property allows a straightforward phase space method of calcu-
lating the fidelity of two quantum states.

3.6 Summary and discussion

There is a large amount of literature available on finite quasi-probability
distributions. It has long ago been recognized by Wootters [Woo87] that, if N
is a prime number, there is a Wigner function which reflects naturally all the
properties of the continuous case. For odd IV, a discrete Wigner function was
given by Cohendet et al [CCSSC88|. For even dimensions (greater than two),
Leonhardt [Leo95, Leo96] considered enlarging the phase space to 2N x 2N,
which has the drawback of introducing redundancy and ‘ghost variables’.
In this chapter we have approached the problem of finding a finite discrete
Wigner from a novel first principles approach using the inverse finite Radon
transform developed by Kingston and Svalbe [KS07|. From requiring two
fundamental properties (the tomographic one and translation covariance)
we have arrived at an expression (from eqn 3.16) which the phase point
operators must satisfy. There were consequently two main cases we needed
to consider separately, depending on the dimensionality N of the Hilbert
space:

1. When N is odd

We have found the unique expression for the phase point operators
such that the Wigner function satisfies the tomographic property and
translation covariance is A(n, k) = D(n, k) PD(n, k). Even though the
tomographic was imposed by requiring that the sum of W (n, k) over the
line an — bk =t mod N should equal (wf’a ﬁ\wf’a) for all (b,a) € O,
it actually holds for all directions (b, a) for which ged(a,b, N) = 1. We
can therefore do without the explicit mention of Oy.

2. When N is even
For even N we consider again two cases: N is a power of two, or N is
even, but not a power of two.

(a) When N =27
We have found a definition for a discrete Wigner function obeying
the tomographic property and translation covariance and shown
an expression for A(0,0) explicitly for N = 4. The definition
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for N = 2" is not unique and depends on the set Oy, which
thus needs explicit mention. We suspect that the existence (and
non-uniqueness) of this discrete Wigner function is guaranteed,
although we have not proved so. Numerical calculations have
shown the tomographic property and translation covariance are
obeyed for N = 2,22,23, 2% for certain Oy.

(b) When N is even and not a prime power
For this last case we suspect no discrete Wigner function exists
satisfying the tomographic property and translation covariance.
Numerical calculations have indicated this for N = 6,10 and 12.

There are still some open questions concerning the discrete Wigner function
for even N. Natural topics for further research would be a (possible) proof
that the described Wigner function exists for N = 2™, but not for other even
N. In the case where N = 2", where non-uniqueness is an issue, is there a
natural choice for ©y, gotten by imposing more structure? For example, if
we consider the change of basis from {|k)} to {|);")}, this can be seen as a
‘rotation about w/4’ in the continuous case. Are similar results available in
the discrete case? How does a Fractional fourier transform act and how are
these related to the transforms between the quadrate bases?

Another question, coming back to the main point of this thesis, is whether
we can really use this description to gain insight into quantum processes.
What do various quantum algorithms look like in discrete phase space?!?

Although it seems that, unfortunately, there are fundamental difficulties in
defining a Wigner function for arbitrary N. We have found one which (pre-
sumably) works for N = 2", which includes the important case of a system
of N qubits. We therefore hope that the Wigner function presented here is of
use in illuminating the workings of N-qubit systems and an aid in visualizing
quantum algorithms.
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Chapter

Rotationally Covariant
Representations

In the previous chapter we introduced a visualization of a finite dimensional
quantum state by a generalization of the Wigner function to the discrete
case. By translational covariance and unitarity of the translation operators,
it was natural to impose the periodicity of our phase space. The topological
structure was thus that of a discrete torus. When we consider what finite-
dimensional systems naturally occur in nature, the spin of a particle quickly
comes to mind. Although we could use the Wigner function to describe
spins, it may be somewhat awkward to do so, because it is hard to imagine a
physical meaning to translating a Wigner function when it describes a spin
j particle. We can only mathematically identify the N = 2j + 1 states |7, m)
with |n). We would therefore like a (visual) representation of a spin state
that is not translation covariant, but rotationally covariant. In other words:
the representation should be well behaved under the rotation group SO(3).
This is the topic of this chapter.

A well-known way to visualize a spin 1/2 particle state is by a point on a
unit sphere: the Bloch sphere. This representation is rotationally covariant
and is used in almost every introductory presentation on qubits. A summary
of this representation is given in section 4.1. We then generalize this to a
representation for arbitrary spin j particles and arrive at the little-known
Majorana, representation!. Some properties of this representation are then
investigated and a link is made with the Schwinger boson representation.
Lastly, we try to generalize the Majorana representation even further to
include N spin j particles. The difficulty that enters is that the value of the

1This is unrelated to the Majorana representation of Gamma matrices in quantum field
theory.

47
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spin is no longer fixed and we try to separate the subspaces belonging to
different spin values with the Schur transform.

4.1 The Bloch sphere

The conventional way to describe a pure quantum state is with a normalized
state vector |1) in a Hilbert space H. Complete specification of a state for
calculational purposes is ordinarily done by choosing an orthonormal basis
for H (a convenient one for the context at hand) and specifying the compo-
nents of |¢)) with respect to this basis. This is a rather abstract approach
and important properties may be hard to read off from this representation.
Also, the representation by components is not unique due to the require-
ment that the state be normalized and that the global phase has no physical
significance. Furthermore, there may be additional structure in the particu-
lar context of the problem (i.e. rotational covariance) which the component
representation fails to point out or take advantage of. We strive to find a
more intuitive way to think about spin.

In representing spin angular momentum, we often use the eigenstates of the
square of the total spin S? and the z-component of the spin S, as a basis.
For a system of given spin j, where j can only take on a nonnegative integer
or half-integer value, the eigenvalues of S, (denoted by m) can take on the
2j + 1 values from —j to j in integer steps. The basis is then denoted by

{l4, m) in:_j. For a spin 1/2 particle, an arbitrary state can be written:

) = oz, &

1 1
272 TPl
Where |a|? + |B]? = 1 and only the phase difference between o and 3 is of
physical significance.

The normalization and insignificance of the global phase means that this
representation has the drawback that it contains respectively redundant and
useless information and it breaks the natural rotational symmetry by singling
out the z-direction as special.

There is a very convenient representation for a spin 1/2 particle which takes
advantage of the rotational covariance for spin systems. Perhaps a simpler
way to put rotational covariance into words is that nature doesn’t care which
direction in space we call the z-axis. To derive this representation, let’s

analyze the spin vector operator S = $,é + Syé'y + S.6,. We can only
measure one component of the spin at once, so let’s choose a general direction
given by the unit vector 7 = (sin 6 cos ¢, sin 6 sin ¢, cos#), where (6, ¢) are
the polar and azimuthal angles of the point on the unit sphere given by 7.
A straightforward calculation yields:

1 < cosf  sinfe”i® )

8= 2 \ sinfe® —cosh
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X

1)

Figure 4.1: The qubit state [¢)) = cos §|0) + sin §e?|1) represented on the
Bloch sphere. The basis states |0) and |1) are situated at the north and
south pole respectively.

The eigenvalues are +1/2 and the corresponding eigenvectors are:

|—' _|_1> < COS% > |—» 1> ( Sing ) < COS(ﬂT_G) >
T? a = . - T? 5 = ; = . — ;
2 sin Seid 2 — cos §ei® sin(T52)ei(@+m)

As can be seen from the components of the above expression, the form of
|7, 3) is that of the most general spin 1/2 state. Therefore, every spin 1/2 state
can be represented uniquely by a point (6,¢) on a unit sphere, called the
Bloch sphere? This state is then the spin-up state for the direction it is point-
ing and the antipodal point represents the spin-down state for that direction.

To keep in line with the notation used in information theory, we will identify
3.3) with |0) and |3, —3) with |1).

The Bloch Sphere representation is widely used as a way to visualize a qubit
state. Although any two-level system can be treated as a qubit and thus
be represented on the Bloch sphere, the rotational covariant aspects in this
Bloch Sphere for systems other than spin 1/2 system may not have much
meaning. Nevertheless, treating a non-spin system as a system with ficti-
tious spin, allowing us to use the angular momentum formalism and repre-

sentations is sometimes insightful [HN04, Mal04, GKO06|.

’In (quantum) optics, the sphere is used to specify the polarization state of a plane
wave and is called the Poincaré Sphere. The north- and south poles represent right- and
left circular polarization respectively and the equator forms the set of linearly polarized
states.
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4.2 Generalizing to higher spin systems:
The Majorana Representation

In this section we will look for a generalization of the Bloch sphere repre-
sentation which is valid for spin values other than 1/2. The end result will
be that we can represent a pure spin j state uniquely by 2j points on the
unit sphere. Rotation the system about an axis rotates the entire sphere
with its points correspondingly. This representation is called the Majorana
representation [Maj32]. We will construct the representation and motivate
our steps as we go along.

If we wish to generalize the Bloch sphere to higher spin values, it helps to
first consider the degrees of freedom of our system. In a Hilbert space of
dimension N, a componentwise representation of an arbitrary state vector is
given by N complex numbers, or 2N real numbers. Normalization and ar-
bitrary global phase give two independent constraints, bringing the required
number of real parameters required to uniquely specify a state to 2IV — 2.
For a system with given spin j the Hilbert space dimension is 25 + 1. Thus
there are 45 degrees of freedom in this case. If we are to use points on a
sphere to represent our state it is clear that we need 25 points since each
point requires 2 degrees of freedom for its specification. To do this, we will
first try to find a way to construct the qubit state [¢) from a point on the
Bloch sphere in a way that respects rotational covariance. Then we will gen-
eralize the procedure to multiple points on the sphere.

In space, rotations are given by elements of the rotation group SO(3). The
rotation of a spin j state about an axis given by the unit vector 7 by angle «,
which we combine into the vector aii = @, is represented by the action of the
unitary operator U(&@) = exp(—id - J). Thus the correspondence between
a physical rotation in 3-space and the corresponding rotation in the state
space is:

R(&) € SO(3) +» U(&) = exp(—ia-J) € H (4.1)

The condition for rotational covariance is that it shouldn’t matter whether
we rotate the sphere and all its points by R(d) or act on the state with
U(O_Z), in the end they should both represent the same state (although a
global phase may be introduced). So if we represent the state given by 2j
points 7,...,7; as |71, ..., 7;), then we must have:

|RF, ..., Ria;) = U\, . .., Tay) (4.2)

To ensure this is true, we should try and find [¢) from inner product expres-
sions like (@|71,...,72;) which are unchanged by unitary transformations.
Taking example from the Bloch Sphere, we can find the point on the Bloch
Sphere corresponding to the state |1) by solving (5]1)) = 0 for §. The point
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on the Bloch sphere is exactly the one antipodal to §: |¢) = | — §). We
can generalize this procedure we can find a representation of a spin j state
that is represented by a single point on the sphere and which transforms
covariantly under rotations. The obvious candidates are the spin coherent
states (see Appendix D). Since the set of spin coherent states (SCS) allow
a straightforward generalization of the Bloch sphere, we generalize our pro-
cedure by solving (5]y) = 0 for 5. We will see this yields 2j solutions §; in
general. The antipodal points of these solutions will be the points on the
sphere representing |¢).

For calculational purposes, it is often useful to represent the points on the
sphere in the complex plane by means of stereographic projection to the
extended complex plane C U {co} (Appendix D?). A point 7 on the sphere
with coordinates (0, ¢) will be projected to the complex number w = tan gem
and its antipodal point is projected to —1/w*. The expansion of a spin
coherent state |z) in the angular momentum basis is:
1 J 2 1/2 P
|z) = (1+ [2[2) mz;j <] —I-m) z |7, m) (4.3)

Forming the inner product of [¢) = > a;,|j, m) with |z), we find:

Lo %), e
(1) = 5 apy 2 <j+m> (m

m=—j

This is a normalization factor times a polynomial of maximum degree 25 and
has 2j zero’s as expected. It can happen that the degree of the polynomial
is lower because the highest indexed coefficients a,, can be zero. In that
case, the zero’s lie at infinity and these are mapped to the south pole under
inverse stereographic projection. This translates to points on the north pole
after taking the antipodal points of the zero’s.

We are now practically done with finding a generalization of the Bloch
sphere. We are left to show this representation is rotationally covariant
and this is quite simple. If ¥ is a point on the sphere for the state [¢)),
then (—71)) = 0, by construction. If U[) is the state [¢)) after rotation,
then R7 is a point on the sphere corresponding to this rotated state, since
(=RAU|) = (—AUTU|p) = (—7p) = 0. Therefore the points on the sphere

move covariantly under a rotation.

To summarize, we can uniquely represent a spin j state by 27 points on a
sphere in a rotationally covariant way, this is called the Majorana Represen-
tation [Maj32|. The correspondence between the component representation
and the 25 points on the sphere is:

3 As explained in the appendix, we use projection from the south pole.
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1. Form v(z) = (z|¢), this will give the following polynomial with 2j
zero’s in the extended complex plane?:

B 1 J 2 1/2 o
¢(Z)—m > (j+m> (z*)"™a,,

m=—j

2. Use (inverse) stereographic projection from the South Pole on the zero’s
to make 25 points on the sphere.

3. The 2j antipodal points give you the 25 points in the Majorana repre-
sentation.

To find the component representation from the Majorana representation we
reverse the process. We present a slightly different, but equivalent way, which

is easier in practice:

1. Project the 2j points (not the antipodal ones) from the sphere to the
complex plane. Name the projected points, say, w1, ..., ws;.

2. Form the polynomial:

2j J
P(2) = H(l + 2w;) = Z e ™™
i=1 m=—j
to find the coefficients c_j, ..., c;.

: o1
3. Replace 2/ ™™ with (Ji]m) 2|4, m). The state is:

J 2j -1/2
w=c Y (¥ ) e,
m=—j

where C is a normalization constant.

4.2.1 Working with the Majorana representation

At first sight, the correspondence between the Majorana and component rep-
resentations appears pretty complex. To get a feel for it we will work out
some examples of useful and interesting states.

“In practice it is usually more convenient to find the zero’s immediately form the
J ( 25 )1/2 Hi—m
m=—j \j+m m

Majorana Polynomial: Py =
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Figure 4.2: Schematic of the angular momentum basis states |j,m) for spin
value j = 2 in the Majorana representation. Degenerate points have been
displaced for to make their multiplicity apparent.

e Spin coherent states
For starters, let’s see what the Majorana representation for the spin
coherent state |7) is. From equation D.4 in the appendix we have:
147 -7

ol = |5

This is zero only when 7% = —7 and this zero has multiplicity 2j.
Therefore the Majorana representation of |7*) consist of all 25 points
being situated at position 7. Note that for j = % this is indeed the

Bloch sphere, as each qubit is a spin coherent state.

e Next we look at the standard angular momentum basis states |7, m).
From the expression for a SCS (4.3) we see that the Majorana polyno-

mial is: 0
J j—
P~ = J—m

This equation has j — m zero’s at z = 0. The remaining j + m zero’s
are located at infinity. z = 0 gets projected to the north pole and the
point at infinity to the south pole. After taking antipodal points we
see that |j,m) is represented by j + m points on the north pole and
J — m points on the south pole, see figure 4.2.

Of potential interest is the application of the Majorana representation to
systems of qubits. There’s no clear immediate way to generalize to the space
of multiple qubits in which the total spin j is not fixed. However, if we limit
ourselves to the symmetric subspace of N qubits, then the spin j attains its
maximal value of N/2 and we can use the Majorana representation.

e The GHZ-state |[¢)) = %(!(J)@N + [1)@N) for N-qubits has Majorana
polynomial:

1

P = —

GHZ G

The N = 2j zero’s lie on the unit circle and form the vertices of a

regular N-sided polygon in the zy-plane. This remains true on the

(1+ZN):0



54 CHAPTER 4. ROTATIONALLY COVARIANT REPRESENTATIONS

sphere since the unit circle is mapped to itself under inverse stereo-
graphic projection.

As we can see from figure 4.3, a rotation of 27/N about the z-axis
returns the state to itself.

e The Majorana representation has been helpful as an inspiration to look
for states which differ as much from the classical states (spin coherent
states) as possible and this has let to the definition of anticoherent spin
states [Zim06], which should be as ‘nonclassical’ as possible. Gener-
ally, the points for anticoherent states are spread out over the sphere.
When an arbitrary rotation is performed (for example, by an unknown
magnetic field), a class of states which are most sensitive against such
a change are anticoherent states whose vertices form a regular poly-
hedron. This give rise to five classes of states, for N = 4,6,8,12 and
20 corresponding to the five Platonic solids, see figure 4.4. It has
been shown these are the optimal states for keeping reference frames
aligned [KDDOS|.

4.3 The Schwinger boson representation

There is another, more widely known, formalism to work with angular mo-
mentum, introduced by Julian Schwinger [Sch65]. In this representation the
angular momentum operators are expressed in terms of the creation and an-
nihilation operators of two independent harmonic oscillators or field modes.

Figure 4.3: Majorana representation for the GHZ-states for 3,4, 6,12 and 24
particles respectively.

Figure 4.4: Majorana representation of states corresponding to the five Pla-
tonic solids.
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The relation is expressed by the Schwinger-boson transform:
— 1 ~ &/
Zat phya(
J < 2(a b <b>
where & is the Pauli vector:

A o ma 0 11\, 0 —i\ . 1 0 \.
0 = 0z + Oy€y + 0,6, = 10 €r + i 0 ey + 0 —1 €,

A calculation of the components gives:

1, TN P |
Jp = 5(aTb+ abt), J, = Z(aTb— ab'), J, = 3

and the spin raising- and lowering operators are:
L =alb, J_ =ab!

It can be verified that the commutation relations which generate the angular
momentum algebra are conserved by using the commutation relations of the
creation and annihilation operators:

a,af] = 6,6 =1,  [a,b] =[a,b1] =0
I e, AN a s
[ i ]] = Z |:(CLT bT)O-Z<[;>7(aT bT)O'] <i)>:| :’Lﬁjkjk
{j27ji}::tji

The basis states, which are products of number states |[n4a np) is identified
with [j,m) by 7 = (na +np)/2,m = (na —np)/2. Note that a comma is
used to distinguish the angular momentum basis from the Schwinger-boson
basis. So

j+m g —m)=|jm)

Therefore the state |j,m) can be created from the vacuum state |vac) =
|0 0) with ng = np =0 by applying the creation operators:

(ahyitm  (phyi—m

l4,m) =

' lvac)

VG +m)/ (G —m)!

We shortly draw attention to the fact that a' is applied j + m times, bl is
applied 7 —m times and that in the Majorana representation this state has
J + m points on the north pole and j — m points on the south pole. This
connection will be explored in the next sections.
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4.3.1 Spin coherent states in the Schwinger boson represen-
tation

If we consider the simple case of a single spin 1/2 particle state, or a single
photon in a superposition of two modes, then this SCS can be written as:

0 0, 0 0 is:
|0, ) = cos 5]1 0) + sin §e’¢]0 1) = <cos i&T + sin 2e“z’bT> lvac)

If we define ¢1(6,¢) = cos %dT + singeid’fﬁ, then we can consider it to be
the operator which, when applied to the vacuum state, creates a point on
the Bloch-sphere at position (6, ¢). Taking this interpretation we can ask
whether repeated application of ¢f(6, ¢) creates a SCS with appropriate j.
Writing out the definition of a SCS in the Schwinger-boson representation
gives:

10,0) =
] < 2 )1/2[ e]f+’"[ b o]j"” (af)tm bty —m
Z , cos — e'?sin — . . lvac)
NI+ m 2 2] VU+m)WG - m)
J . Jj+m o j—m
- Z . 2 al cos 0 bTe'® sin 4 lvac)
@)\ =, tm 2 2

The last expression in parenthesis is recognized to be a binomial expansion.
We therefore have our result:

A N AT .
10, ¢) = (12],)! (dT cosg + bt sinzeld’) ’ lvac) = %Iva@

Alternatively, we can consider a rotated version of the operator a':
al — R(0,¢9)a'R(0, )T
Giving:
(a1
(25)!

for j = 1/2. Note that R(6, ¢)f|vac) = |vac). In our case the expression for
the rotation operator is:

10,¢) = R(0, ) R(0,¢)"|vac)

R(0,¢) = exp(a_ — a*J,) = exp(aab’ — a*alb)

where o = geid’. By applying a Baker-Campbell-Hausdorff relation to this
rotated creation operator it can be shown that:
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An obvious corollary of this is that:

Therefore we have extended the previous result that ¢! is an operator which
creates points on the Majorana sphere to the case of SCS’s. In the next
section we will show that this is true in general, completing the connection
between the Majorana and Schwinger representations.

4.3.2 The connection between the Schwinger-boson and Ma-
jorana representations

In the Schwinger-boson picture we were able to interpret the rotated creation
operator ¢! as an operator creating points on the Majorana sphere, at least
for SCS’s. In the Majorana picture however, an arbitrary state [1) of spin j is
represented by a non-ordered collection of 25 points on the sphere. If we label
these 2j points corresponding to the state 1) by (6;, ¢;) for i = 1,2, ...,27,
we pose the question whether it is true that

2j

) = —— (Hc%,@)) jvac)

(29)! \;-3

In that case, the equivalence and exact relation of the Schwinger and Ma-
jorana representations is demonstrated and we could have started from the
Schwinger representation to introduce the Majorana picture. The relation is,
as could be expected, true. The normalization constant C, however, depends
on the angles between the points 75 in a nontrivial way.

For the expansion of the product in parenthesis, we will need to invoke ex-
pressions involving the elementary symmetric polynomials s, in the variables
w; = tan €' see table 4.1. Explicitly, the expansion gives:

Hc i, i) = (HCOS) Z Sj_m<aT)j+m(bT>j_m

m=—j

This yields as expression for the state:

(H) > (j Y Caim

To find the corresponding points on the sphere we form the inner product of
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’ Definition of the k-th elementary symmetric polynomial in (w1,...,wy) ‘

S = Z Wiy X oo X Wiy,
1<) <. <, <N

Example, for N = 4:

so =1

§1 = w1 +wy + w3+ wy

S2 = wWiw2 + wiw3 + wiwy + waws + Wawy + w3wy
§3 = W1WW3 + W1WawWy + W1W3W4 + WoawW3Wy

S4 = W1W2W3W4

Table 4.1: Definition of the elementary symmetric polynomials.

|v) with a SCS |z):

2j A ‘
(2]$) = N(z)C <H Z) S s

=1 m=—j
% L\

= N(2)C <H cos ;) H(l + 2" w;)
i=1 i=1

N(z) is the normalization constant in front of the SCS |z). From this ex-
pression we can see that the 2j zeros p; of this polynomial are p; = —1/w/,
thus after stereographic projection and taking antipodal points we find that
the 2j points on the Majorana sphere corresponding to [¢)) are indeed the
(6;, ¢;) created by c'(6;, #;). This concludes the proof of the very geometric
connection between the Schwinger and Majorana representations.

4.3.3 Calculations in the Majorana picture

As we can see from equation (4.4), the relation between the points on the
Majorana sphere and the coefficients in the component representation is
rather complex and difficult to work with. Ideally, to use the Majorana
picture in conjunction with the Schwinger formalism effectively we would
like to express all quantities of interest in terms of the 2j points (60;, ¢;) (or
unit vectors 7, or complex numbers w; when it proves more convenient).
In equation (4.4) we have shown that:

|F1,...,F2j>:C<HCOS2> Z<]+m) Sj7m|jam>

=1 m=—j
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The normalization constant C' is a function of the of the 2j points w; and
we'll write C' = C(wW) where @ = (w1, ..., ws;) as shorthand notation. If we
make the convention that we fix the global phase by making the coefficient
of |7, ) real and positive as we do with SCS’s, then C(w) is real and positive
and can be found by taking the inner product with |7, j) = |2%%). Explicitly:

NI

% g j 27 \~!
w) = cos® = Si—m (D)2
c() ([[ 2) > (,7,) lsintd)

m=—j

In the special case of a SCS, all w;’s are identical and s;_,, = (jzj;ﬂ)wj*m,
so then:

ctw) = (e ) [ 32 (¥ Y=
2 — \J+m

It is clear from the fact that the 25 points are unordered that only symmetric
expressions involving w; should enter all our calculations. In fact, the relation
between a product state |r1)|r) - - |r2;) of qubits, where each |r}) can be

represented by a point on the Bloch sphere, and the state |7, --- ,7;) for
the symmetrized state with spin j is direct and intuitive: The symmetrized
expression of |71)|r) - - - |ro;) is proportional to |77, -+, 7).

To see this, consider the unitary symmetrization operator:

In the present case, N = 2j is the number of particles of the system. A
straightforward calculation reveals that:

|71, ) = CSIF)IF2) -+ |ay) (4.5)
Taking the inner product of both sides with a coherent state |#)®% we get:
Ul 5 VRN
T2, (717

From this we see that C' is a geometrical quantity depending only on the
angles (or inner products) of the vectors 7. The expression is quite compli-
cated for even moderately large values of N. Values of C for the first few
numbers integers are shown in table 4.2 in terms of the vectors 7.

ot
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N =2j Cc2
1 1
2 1B+ -7
3 §B+ 7Ty 7 - T 4 Ty - T3)
4 | G5+ 53 77+ (7 ) (Fs - ) + (7 - 75) (Fa - 74) + (71 - 7a) (P2 - 7))

Table 4.2: The normalization constant C' for various values of j

For arbitrary states, the expression for C' has been calculated in [Lee88], in

terms of o;; = sin? @ = %(1 — 7 - 7;), which is equal to the square of
half the length of the chord between 71 and 7. The expression for C' is:
[v/2]
N —m)!
Cc2 = Z (_1)m<N'm)D%
m=0 ’

Where DY is a sum of terms, each term involving m products of 0;j where
no repetitions of indices are allowed in each term. The indices take values
from 1 to N. For example:

3
Dl =012 -|-0'13 -|-0'23

5
D3 = 012034 + 012035 + 012045 + 013024 + 013025 + 013045 + 014023 + 014025

+ 014035 + 015023 + 015024 + 015034 + 023045 + 024035 + 025034
D6 _
3 = 012034056

4.4 Multipartite systems and entanglement

As explained in the appendix (D), the symmetric state space of N qubits is
mathematically identical to that of a single spin system with spin j = N/2.
In this case, the state |7, -, 75;) is proportional to the symmetrized prod-
uct state |r1)|7) - - - |72;). The spin coherent states are exactly the product
states in the symmetric subspace, i.e. of the form |)®Y. These are repre-
sented on the Majorana sphere by a single point at 7 with multiplicity 2j.
On the other hand, the maximally entangled Bell states:

1
¥ = —=(00) +[10))
BH) = —(00) + [11))

2

S
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1
V2

for N = 2 have their points as far apart as possible, on opposite points on
the sphere.

This leads one to naturally wonder whether the amount of ‘spread’ in the
points on the sphere is in some fashion a measure of the degree of entan-
glement. To investigate this question, we will look at a specific measure of
entanglement: the geometric entanglement [VPRK97|[WGO03|, defined for a
pure state as:

[©7) (100) = [11))

Ey(l¢)) = min —log |(gls)|”
|¢>6 prod

Here, Hproq is the set of product states. So it is geometrically a measure

of the distance to a closest product state. We will limit our analysis to the

symmetric state space, so we can use the Majorana representation.

Since for a system of qubits, every symmetric product state is a coherent
state, we can parameterize Hp.oq by the angles (6, ¢) of the SCS |r). Using
equation (4.5) we easily find for the inner product we want to maximize:

2
IGEa TR el | HG
=1

This is zero whenever 7 is antipodal to one of the points 7;. So intuitively, we
would like 7 to be as close as possible to the points 7, but more importantly,
as far away as possible from the antipodes. When the points are very much
spread out over the sphere, 7 will nowhere be very far from an antipodal
point and so the inner product will be relatively small and the degree of

Figure 4.5: Majorana representation of the three ‘spin 1’ Bell states. From
this picture it is immediately obvious that they are rotated versions of each
other and eigenstates of respectively J., jy and J, with eigenvalue 0. |D)
and |®7) are related by a 90° rotation about the z-axis. A 180° rotation
about their corresponding axes leave the state unchanged.
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entanglement high.

For some specific calculations, let us first look at the basis states |j, m).
These are represented by 7 + m points on the north pole and j — m points
on the south pole. The states |7,7) and |j, —j) are the only coherent states
and thus the only product states. A straightforward calculation gives:

' _ 2 1/2 0 j+m 0 j—m
s = P - ap = (2 )7 (ewsf) (sin)
The maximum is found by simple differentiation which leads to the result
that a closest coherent state is given when cos = 2. The azimuthal angle ¢
is arbitrary, which is immediately obvious from the symmetry of the problem.

The value of the inner product is then:
. 2j j+m j+m ji—m j—m
ool = (2 (50 (45"
J+m 27 27

Next, let’s consider the GHZ states: (]0)®" + @@”)/ﬁ From figure 4.3
it is immediately clear that most distant state [¢) is either at the north- or
south pole. Both immediately give:

(WIGHZ)* =1/2

Lastly, we will give a simple geometric way to find the closest product state
for the case of two qubits |7) and |7). We can exploit the rotational invari-
ance of E,. If the angle between 71 and 7 is ¢, we can perform a rotation to
bring 71 to the north pole. Then we perform a rotation about the z-axis to
bring 7 in the zz-plane. So we have 71 = (0,0,1) and 7 = (sin#’,0, cos ')
without loss of generality. We want to maximize:

,_
6, 9|0,0)(0, 0|60, 0 2:COSQQCOS2 v -0
2 2

The maximum is found by taking the derivative with respect to 6, which
leads to:

0 0 —0 0’

In general, then, for two qubits |7) and |r%), the closest symmetric product
state is given by the vector which is the arithmetic mean ¥ = (7] +7%) /|71 +
75|. When the mean is zero, the points are antipodal and the state is a
rotation of the basis state |j = 1,m = 0) for which we already determined
that any vector 7 perpendicular to the axis joining 71 and 7 will determine
a closest product state.
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4.5 Generalization to arbitrary N spin j states

The Majorana representation is a representation of the state of a particle with
a giwen value of j. In general, though, when combining two systems with
angular momenta j; and j2, the eigenvalues of the total angular momentum
squared J2 = (J; + J)? can take values j(j + 1) with j between |j; — jo
and j1 + 7 + 2 in integer steps. Fore example, as is well-known, the space of
two spin 1/2 particles is spanned by the singlet (5 = 0) and triplet (j = 1)
states. As we combine more particles, the possible values of j become highly
degenerate. This is because the possible values of j only increase linearly,
while the dimension (25 + 1)V of the system increases exponentially. We will
denote the degeneracy of the spin value j by combining N spin 1/2 particles
by W (N, 7).

4.5.1 Combining N spin 1/2 particles

There are many ways to calculate W(N, j) and the answer was already given
by Dicke [Dich4] in his paper on superradiance. When we add spin 1/2 to
a system of spin j, the spin of the product space can take the values j — %
and j + %, provided the former is not negative. Thus, by combining N
spin 1/2 we can arrive at a particular spin value by different paths as shown
schematically below. The value of W(N,j) is thus equal to the number of
paths to a certain point in a random walk with a hard reflecting boundary.
By this analogy, we can use the result in [Orl03]| which tackles this problem.

The result, translated to our purposes is:

v = () - (v ) = () e ey

A general expression for combining N spin j particles, for arbitrary j is more
complicated and was calculated by [Mih77, Ras77|. For simplicity, we will
focus only on a collection of N spin 1/2 particles.

4.5.2 The general idea

In this subsection, the idea behind the generalization of the Majorana rep-
resentation will be explained. A more rigorous description will be given in
the following sections.

If we think about generalizing the Majorana representation to an N qubit
system, it is clear that we need to introduce multiple spheres because of
degeneracy. For three qubits, we can have j = % with multiplicity two and
] = % with multiplicity one. A quick counting of the degrees of freedom
shows that the number of points is 2- 14 1.3 = 5, which equals 10 real
parameters, while we need 2 - 23 — 2 = 14 real parameters to specify a 3-

qubit state. The reason is that, in the Majorana representation, we have
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already imposed the normalization and phase-constraints on each sphere.
The parts of the state vector in the subspaces belonging to different 7 may
have a relative phase difference, or a different magnitude. Schematically, the
description of a state is thus:

7 }
3 ‘&i ;ﬁ/

= > N g
This introduces three phases and three magnitudes, given by the complex
coefficients C%J, C%Q, C%’l. The normalization and phase constraints hold

72

=

p

for these coefficients, so these account for the ‘missing’ 4 parameters.

In general, we will have L% + 1] subspaces, one for each value of j. The
idea is to represent a state vector in the basis |j, p;m), where p labels the
degeneracy of j:

W]> = Z Cj,p7m‘j7p§m>

7P,

In the above sum, j runs from 0 (%) if N is even (odd) to % The basis

states with given values of (j,p) span a 2j + 1 dimensional subspace. If we
introduce the projection operator P;, which projects on this subspace, we

can write:

) j W)
Pip= Y lhpm)pml, > > Pp=1
m=—j PR

W (N.j)

W)=Y > Py
j  p=1

The vector ]Sj7p|w> holds all information on the points of the sphere labeled
(4,p). We introduce the normalized version as [1;,):

Pjplt)
(Q1Psple0)

We have chosen the phase of the coefficient corresponding to the highest spin
to be zero, as was the practice in the previous sections. We can now write:

WJ> = Z Cj,ij,p)
Jp

[vjp) = exp(—iarge; pi;)

Cip =1/ (V| Pjp ) eXP(iarng,p;j)

And we can fix the phase of Cv | to be zero. Each of the states |1;,) are ex-
2

actly of the form used in the previous sections with given j. The coefficients
Cjp can be captured in a normalized complex vector C' holding information
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on the relative phases and weights of the spheres.

A great advantage of this representation is that global rotations are easily
visualized. Each sphere will rotate independently from each other and the
relative phases and magnitudes will remain unchanged. An issue we have not
touched yet, though, is: how do we decide on the degenerate subspaces for a
given j7 For this, we look for another natural group acting on our system of
N-qubits besides the rotation group: the symmetric group Sy consisting of
permutations of N objects. The group actions SU(2) and Sy work together
nicely: Under a permutation of N qubits,

4.5.3 A little representation theory

Everything in this section is most easily captured in the language of rep-
resentation theory. We will therefore quickly provide some definitions and
basic results that are useful to us. For a more complete treatment that is
accessible to physicists, see for example [Sag01].

For a group G and a vector space V', we speak of a representation when we
associate a linear transformation on V for each element g € G, such that
91(g92v) = (g192v) and the identity element of G acts as the identity on V.
The vector space V is called the representation space, although it is often
just called the representation. Examples of representations are the group of
translations of the plane R2, or the group SO(3) acting on the Hilbert space
of a spin j particle through the identification given in equation (4.1).

Sometimes the vector space V falls apart into pieces under the action of
G. That means that there exists a non-trivial subspace W C V, such that
gW € W for all g € G. W is called an invariant subspace. So V can be
‘broken up’, reduced into W and its complement W, which are subspaces
of lower dimension than V. Suppose we continue this process by breaking
up W and W+ when possible, just like decomposing a natural number into
a product of primes. In the end we will have written V as a direct sum of
subspaces W; which are atomic in the sense that they cannot be broken up
further, i.e. they have no nontrivial invariant subspaces and are called irre-
ducible. These subspaces W; by themselves form irreducible representations
of G. In this way, every representation can be written as a sum of irreducible
representations and, like prime factorization, this decomposition is unique.

The state space H; of a spin s particle is a 2s+1 dimensional, irreducible rep-
resentation of the rotation group SO(3). When combining N such particles,
our space is H®V, which can be written as a sum of irreducible representa-

tions: )
QN __ SWs(N,j
HIN = Z (2 :
J
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where W,(N, j) is the number of times the irreducible representation H,;

occurs in the expansion. The problem of finding the multiplicities Wg(N, j)

is exactly the same as finding the degeneracy of spin j when combining

N spin s particles, described in the previous subsection. For s = %, the

multiplicity of H; in HEN is just the degeneracy W (N, j) introduced earlier.
2

4.5.4 Irreducible representations of the symmetric group

A basic result in the representation theory of the symmetric group® is that
the number of irreducible representations of Sy is equal to the number of
conjugacy classes of Sy. The elements of a certain conjugacy class in Sy all
have the same cycle-type, which follows from the relation:

o(ai,as,...,an)o = (o(a1),o(as),...,o(an))

The reverse, that permutations with the same cycle-type are conjugate is
also true.

If we order the cycle-decomposition of a permutation from largest cycle-
length to shortest, we can denote them by a partition of N. Le. the per-
mutation (1374)(25)(6) in S7 has cycle-type (4,2,1). This means that the
conjugacy classes, and thus the irreducible representations can be labeled by
partitions of N.

A way to visualize a partition is by drawing a Young diagram. This is a stack
of left-justified rows, where the rows are non increasing from top to bottom.
Figure 4.6 shows a Young diagram for the partition (5,4, 1).

The number of Young Diagrams p(IV) of size N grows rapidly. Its generating
function is given by:

) [e'S) 1
> rma" =110
n=0 n=1 -z

There is no closed formula for p(N), but its asymptotic behavior is p(N) ~
exp(/2N/37)/4N+/3 [HR18]. It will delve us too deep into the representa-
tion theory of the symmetric groups too explain how to build the irreducible
representation corresponding to a Young diagrams of a given shape, but

5The symmetric group Sx is the permutation group consisting of all permutations of
N objects.

Figure 4.6: Young diagram cor-
responding to the partition
(5,4,1), which is one of the 42
partitions of the number 10.
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O 7 63|21
513 2
X | X | X|X 4121
X 1
(a) The hook length corresponding (b) A Young Diagram with the hook
to the colored cell is the number of lengths of each cell.

X’s.

Figure 4.7

we will state some important results. For a simple introductory treatment,
see [Sag01]. For a treatment with applications in chemistry, see [Pau95] and
for the slightly more abstract minded we recommend |[Ful96].

As stated before, with every partition A of N we can associate an irreducible
representation S* of Sy which can be represented by a Young diagram of
size N. The dimension of S? is given by the hook length formula:

N!
product of hook lengths in A

dim S =

The hook-length (see figure 4.7) of a box (7,7) in A is the number of boxes
to the right of (¢, 7), plus the number below (i, j), plus one for the box (i, j)
itself. To find the dimension of the irreducible representation S* we take N!
and divide by the hook-lengths of all the boxes in A.

e Example 1.
As an example, we take the (trivial) partition N. Its Young diagram
consists of just one row of length V. The hook-lengths are immediately
seen to be 1,2,..., N. So it corresponds to a N!/N! = 1-dimensional
representation, which turns out to be the trivial representation: all
permutations act as the identity. We will see later that this relates to
the completely symmetrized subspace of our multipartite state space.

e The second obvious partition is A = 14+ 14 --- + 1. The Young
diagram is a single column of length N. Again the dimension is seen
to be one and it corresponds to the alternating representation, where
each partition acts as £1 according to its sign.

e One more example that we will use the case where A = L + (N — L).
The Young diagram has two rows of lengths L and N — L respectively.
We require, of course, that L > N. In this case, we can group the
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L

A B |
C

N-L 2L-N
Figure 4.8: A Young diagram with two rows, split into three parts. The

products of the hook lengths of each of the parts A, B and C can be written
down explicitly.

boxes in three parts, A, B and C' as in figure 4.8. The products of the
hook-lengths for each of the parts are:

' (L+1)!
A (2L - N +1)!
B: (2L —N)!
C: (N-1L)

So the dimension of the corresponding irreducible representation is:

dim SEN-1 — NI2L - N+1)! (N)QL—N—H

(N—-L)!(2L - N)!  \L L+1

4.5.5 Schur-Weyl duality

In our generalization of the Majorana representation, we have separated our
Hilbert space HEN for N spin s particles into subspaces with constant s,
labeled by degeneracy p. In other words, we have written HJ@N as a direct
sum of irreducible representations of the rotation group. The action of a
rotation for a single spin s particle was given in equation (4.1). Since the a
global rotation simply factors into a product of separate rotations for each
particle:

e—zom~5'T — e—zan~51e—zan-52 o e—meN
The action of a rotation U = e~**"5T on a product state is simply:

Ul |zs) ... |len) = Ulz)Ulas) ... Ulzy) (4.7)

As mentioned before, we have another group which naturally acts on HEV:
the symmetric group Sy. If ¢ a permutation of N objects, then the corre-
sponding permutation operator P, acts on a basis state as:

Pylz)|z2) - lan) = |2o-10))|25-1(2)) -+ [€o1() (4.8)
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The inverse permutation o' occurs, because we wish to permute the parti-

cles, or kets and not the labels. For example, when we have three particles
and the permutation (123), we get:

Puag)|z1)|z2)|ws) = |zs)|21)|22)

The first ket (|z1)) went to the second (|x2)) etc. So we see the labels are
transformed with the inverse permutation.

We would like to combine the representations of SO(3) and Sy together
nicely. We can combine the representations by considering the product
SO(3) x Sy, whereby the actions are given by the unitary operators UPp,
where U is a rotation and (or a general unitary operator) P a permutation.
By choosing the identity for U or P the action reduces to that of P and
SO(3) respectively. It’s clear from equations (4.7) and (4.8) that the two
actions commute: U(#, a)P, = P,U(f,a) for all 7, @ and o. The full con-
sequence of the above is called Schur-Weyl duality, a theorem which states

that:
A
HN= D Hwes
AEP(N 25+1)

Where P(N,d) is the set of partitions of N into < d parts. H; and S*
denote, as before, irreducible representations of SO(3) and Sy respectively.
So Schur-Weyl duality asserts that HEY falls apart into a set of mutually
orthogonal subspaces, labeled by A € P(N,2j + 1), on which both SO(3)
and Sy act irreducibly. Thus instead of labeling our spheres by the pair
(7,p), we choose to label them by a partition A.

For spin %, we only consider partitions consisting of 1 or 2 parts (i.e. one or
two rows in the Young diagram of A\). It can be shown that the spin value
corresponding to a partition A is half the difference of the row lengths. A
way to verify this statement is to consider the dimension of the S*, which
must equal the degeneracy W (NN, 7). The top row has length % + 7 and the
bottom one % — 7 so that there are N boxes in total and the difference in
row lengths is 2j. Thus we can write the partition as A = (% +J)+ (% —7).

Using the earlier result in equation (4.5.4) with L = % + 4, we find:
, N\ 2j+1

W) = () )

2 +J b3 +7+ 1

in agreement with our earlier results (equation (4.5.1)).

For the partition A = N we have already seen that corresponds to the triv-
ial representation of the symmetric group. The corresponding spin value
achieves the maximum value of N/2 and is thus N + 1-dimensional. There-
fore, the subspace of maximum angular momentum is completely symmetric
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with respect to any permutation of particles, which is also shown in ap-
pendix D.

As a last example, for two qubits, the two partitions of two are Ay =1+ 1
and A = 2. Latter corresponds to the maximum spin (spin 1) subspace,
which consist of the triplet states. The former corresponds to the singlet
state and is antisymmetric under the exchange of particles.

When we use the Schur basis as our basis for the generalized Majorana rep-
resentation, the action of a (global) rotation simply rotates each sphere in-
dependently and a permutation of the particles permutes the spheres (or the
coefficients C} ;) in the way corresponding to the irreducible representation.

4.6 Summary and discussion

We have investigated the Majorana representation, which represents a spin
J particle by 24 points on a sphere. A link was made with the, better known,
Schwinger boson representation and we found the explicit relation linking the
two. For the purpose of gaining insight in N-qubit systems, we formulated
a generalization of the Majorana representation with the aid of Schur-Weyl
duality. In this representation, the action of certain quantum gates may
be visualized. We note, however, that the irreducible representations of the
symmetric group for even moderately high values of IV act in a nonintuitive
way. Furthermore, the representation acts only covariantly under global ro-
tations (a uniform rotation of all qubits). An action like the spin flip of a
single qubit generally acts very nontrivially in this picture. Further investi-
gation into the structure of this representation is needed®.

Although the Majorana representation has proven to be useful in providing
insight into various areas of physics [Zim06, KDD08, MS07|, the structure of
the generalized representation is a lot more intricate and complex. A light
on the horizon is the usefulness of a Quantum Schur Transform: a physical
realization of the unitary transformation from the computational basis to the
Schur basis. Current quantum algorithms, such as Shor’s and Grover’s are
based on the Quantum Fourier Transform. It has been shown that the quan-
tum Schur transform can be accomplished efficiently on a quantum computer
and opens the way for a whole new class of quantum algorithms [BCHO06].
The generalized Majorana representation may form a valuable aid in under-
standing the physics and structure of these algorithms.

During this research, an unexpected duality has shown itself. The two trans-
forms (Fourier and Schur), which both turn out to be important in quantum

SDuring the writing of this thesis, I have come upon the following paper
(arXiv:0910.3075v1) [Kol09] published on arXiv.org which discusses essentially the same
idea as presented here.
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computation, are both fundamental in the two representations (Wigner and
Majorana respectively) discussed in this thesis.
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Appendix

Mathematical Results

What follows are a few derivations, some of the results are referred to from
the thesis.

Proposition 1. Let A be a diagonalizable operator. If tr (pA) = 0 for any
positive' operator p, then A = 0.

Proof. Since A is diagonalizable, we can write A = ), a;]é)(i]. Since the
result has to hold for all positive p, we pick p = |7)(j| to find:

w(pA) = 3 ail(Gli)f = a; =0

So each a; is zero and therefore A = 0. O

Proposition 2. If tr(pA) is real for any positive operator p, then A is
Hermaitian.

Proof. We split A into its Hermitian and anti-Hermitian parts: A = B+ iC
with B, C both Hermitian. Then, since tr (pA) = tr (pB) + itr (pC) is real,
we have tr (pC') = 0. Now apply proposition 1. O

Proposition 3. If A and B are Hermitian matrices and tr (pA) = tr (pB)
for any positive matriz p, then A = B.

Proof. Write the equation as tr (p(A — B)) = 0 and apply proposition 1. [

Proposition 4. If w # 1 is a complex number and w™ = 1, then:

0 otherwise

1= 1 ifz=0 (mod N)
— W =N (x) = {
N nz:; N

' A positive operator is one for which (1[p|1) > 0 for all [¢). If (|p|e) > 0 for all |¢)
we call it positive definite. This appears to be standard terminology in physics- but not
in mathematics literature.
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Proof. The sum is simply a geometric series.
Since (1 +w+w? + -+ wV 1) (1 —w) =1 —w", we have:

N—-1
1—wh
n
pr— :0
DW=
n=0

Replacing w with w®, the result follows immediately.



Appendix

The Radon Transform

B.1 Definition of the Radon transform

The Radon Transform was introduced in section 2.5 on page 13. For a
function of two variables u(z, k), the Radon transform R[u] of u takes a line
A in the plane and returns the integral of u along that line: R[u](A) = [, udA.
This is similar to what is done in, for example, medical X-ray tomography,
where X-ray photos are shot from different directions through an object, see
figure B.1. As the rays pass through the object, the beam is attenuated at
a rate which depends on the density w of the tissue at each particular point.
The intensity of the emerging beam is then recorded. From this, we can

W) 0)

Figure B.1: The Radon transform gives the integral of your initial function
along any line. The lines are parameterized by ¢ € R and 0 € [0, 7).

7
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learn the value of [, udX for each line A. The function which takes a line
and produces the integral of a function u(x, k) along that line is called the
Radon transform R[u] of u, i.e. R[u](A) = [, udA. The problem is then to
invert the transform and recover the function u from its projections which
is, remarkably, possible!

Our first task is to parameterize the lines in the plane. It is clear that we
need two parameters for a line. The choice ax — by = t may seem natural,
but is actually a poor choice. We would like to have a set of parallel lines to
be parameterized by one parameter and the angle the lines in this parallel
class makes with the z-axis by another. Parallel lines all share the same unit
normal 7 = (cos#,sinf), so we use the angle 6 the unit normal makes with
the x-axis to specify the orientation of the line, as illustrated in figure B.2.
We get a unique correspondence between a line through the origin and 6

A

)

Figure B.2: Coordinates used in parameterizing the lines in the plane

if we restrict € to the interval [0,7), so that 7 never points into the lower
half-plane. Any line parallel to the one through the origin with unit normal
7 can then be achieved by adding the displacement vector tn to each of its
points, where —oo < t < 0.

So we identify to a line a pair (¢, 6), where ¢ is the signed distance of the line
from the origin and 6 is the angle the normal makes with the horizontal. The
equation for the line given by (¢, 0) is given by -1 = t, or z cos+ksinf = t¢.
The Radon transform is then defined by:

Rlul(t,0) = // u(z, k)o(t — x cos — ksinf)dzdk (B.1)

—0O0—00



B.2 Inverting the Radon transform

It is most remarkable that equation (B.1) can be inverted to yield back
u(z, k). What is perhaps even more amazing is that the inverse solution
becomes obvious by taking the Fourier transform of R[u] with respect to t
(1). This will give rise to an intermediate function which we shall call G(r, ).
Thus:

G(r,6) = F (Rlu]) (1,0)

The evaluation is simple:

[ ele elie o}

G(r,0) = \/12? /// u(z, k)e "5 (t — x cos O — ksin 0)dxdkdt

—O0C—0C—00

We integrate this with respect to ¢:

. 00 0 A )
G(T, 9) _ = // u(l"k>€—z(xrcose+krsm€)dxdk,

— 00—

If we let @ = rcosf and b = rsinf, then it is clear that G is nothing
but the two dimensional Fourier transform of u at the point (a,b)(!), apart
from a normalization factor. Therefore, if we let G(a,b) = G(r,0) we can

reconstruct u by taking the inverse (2D) Fourier transform of G.

1 rr i(ax ~
u(x,kz):w//e( G (a, b)dadb

—00—00






Appendix

Phase Space Functions

In this part we will discuss two more phase space functions and their relations
to each other and the Wigner function. Most of this discussion follows the
treatment by Schleich [SchO1].

A classical distribution P(x,p) in phase allows us to calculate the average
value of any function O(z,p) defined on the phase space by:

(O(a.p)) = / Oz, p)P(z, p)dz dp

In quantum mechanics, the observable becomes an operator O(c%, p) and
we wish to calculate the average value (O(%,p)) by using a phase space
distribution in analogy with the classical case. However, since & and p do not
commute, it is not obvious how to obtain a phase space function representing
O. There are various ways to make this transition from O to a function
O(z, p) on the phase space, depending on different orderings of the operators.

C.1 The Q-Distribution

Even through the Wigner function is the most widely used distribution used
to visualize a quantum state, it is not the only one. Here we describe the Q-
distribution! with the help of coherent states. the Q-distribution has the nice
property that it is everywhere positive and the distribution is easy to obtain
from the density matrix. The downside is that the way observables transform
to phase space is rather complex. The definition of the Q-distribution of a
density matrix p is:

>n~

Q(z) = =(z]plz) (C.1)

Although we write Q(z), we mean Q(x,p) since @ is defined on the phase
space. The identification is simply z = x + ip. So the Q-function at (z,p) is

! Also known as the Q-function or Husimi-Kano distribution.
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proportional to the expectation value of the density operator in the coher-
ent state |z) = |z + ip). Because p is a positive operator, we see that @ is
nowhere negative.

We have already mentioned that ordering of operators comes into play. If we
consider an operator O, we can write this as a function of the creation- and
annihilation operators @' and a. With the help of the commutation relation
[a,a] = 1 we can always expand O in terms where products of creation- and
annihilation operators are ordered like a!"a™, where the creation operators
are always placed on the left of the annihilation operators. This is normal
ordering. The ordering where the creation operators are placed on the right
of the annihilation operators is called antinormal ordering. If we expand the
density operator p normally:

p=> padaa"
n,m
Then we get for the average of O:

(0) = tr (ﬁO) = Z p M)ty (aTnamO>

n,m

Because tr <aTnamO) = tr (amOaTn> We see that if we use the antinormal

ordering expansion of O, then the powers of a' and a add, and we get:

0= ZO,E;?)akaTl (C.2)
k,l

©0)= 3 phog e (o am k)

n,m,k,l

The trace is evaluated with the closure relation of coherent states:

tr (aTn+lam+k) - l /<Z|aTn+lam+k‘Z>d22 — l / Z*n+l2m+kd22
T us

Then the expression for (O) can be written as:

<O> _ 1/ <§ :pgan)lz*nzm> § :Ol(;l‘l)zkzz*l a2z
7-[- ’
n,m k,l

If we recognize that:

1 1
_ ~ _ - (N) *xn_m
Q(z) (z|plz) WnEMpan 2

™
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And we define the phase space function:
2) = ZO,(ff)zkz*l,
k1l

found by substituting a — z and a' — 2* in the antinormal expansion of O,
then (O) can be written as:

(0) = /Q(z)O 2)d?z

Although every operator can be expanded in the coherent states by using
the closure relation twice:

0= [ [ Exdutuidl)ue

2

as desired.

it is actually possible to have a diagonal representation, owing to the over-
completeness of the coherent states. This is actually what the antinormal

ordering accomplishes. If we insert the closure relation between a* and at!
in equation (C.2), we get:

O:ZO,(Cf)akaTl /ZOM 2F22) /O )|2)(z

k.l

C.2 The P-distribution

It is clear from the previous section that another phase space distribution
is easily found by taking the antinormal ordering expansion of p and the
normal ordering expansion of O:

p=>_ plma"al™
n,m
~ N k
- >t
k,l
A similar calculation as before gives:

/(ZpA) n *m) ZOZ z*kzl d22

This time the phase space function of O is defined as:

0(2) = (#|0l2),
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and we define the phase space distribution of p:
1
P —— (A) n_xm
() = L3 fans
n,m

which can be obtained from the antinormal ordering expansion of p by re-
placing @ — z and af — z*. This phase space distribution is called the
P-distribution?. We see that the transformation roles of the density opera-
tor and the observables is interchanged with respect to the @-distribution.
In this case, it is the phase space function of O that is the expectation in
a coherent state, and the distribution p are the coefficients when expanded
diagonally in the coherent states:

b= / P(2)]2)e] (C3)

Although this looks very nice formally, the P-function is generally highly sin-
gular and not a true probability distribution; it has to be treated as a gener-
alized function, or distribution in the functional analysis sense. For example,
it is immediate from equation (C.3) that for a coherent state p = |a)(«|, we
have P(z) = 0(z — «). For other often used states, like number states or
squeezed states, P can become even more singular, involving arbitrary high
derivatives of delta functions.

C.3 The Q-distribution on a sphere

Since by definition, the @Q-distribution gives the expectation value of a density
matrix p between coherent states up to normalization (see equation C.1),
the @Q-distribution can be straightforwardly generalized to the sphere for
spin systems by taking the expectation value between spin coherent states
(Appendix D):

25 +1

Q(0,¢) (0, 01010, 9)

Where the normalization constant is taken into account.

More generally, a @Q-distribution can in principle be defined for generalized
coherent states [Per72|, but the corresponding P-representation for which
the operators should transform can be ill-behaved under non-pathological
conditions [MACSO03].
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Appendix

Spin Coherent States

Because of the usefulness and clear physical meaning of coherent states in-
troduced by Glauber [Gla63b, Gla63a] and Sudarshan [Sud63| for EM-field
modes in 1963, different ways to generalize the concept of coherent to ar-
bitrary quantum systems have been introduced. In 1972 Perelomov [Per72]
and Gilmore [Gil72] introduced a generalization, allowing the construction
of coherent states for an arbitrary Lie Group' which share many properties
analogues to the Glauber coherent states.

D.1 Generalized coherent states

Here we will give a rough and intuitive overview of the construction of gen-
eralized coherent states?. The basic setting is the Hilbert space of the quan-
tum system together with a dynamical (Lie) group acting on the space.
What this Lie group is will depend on the system in question and differ-
ent groups will generally result in a different set of generalized coherent
states. For example, in the original setting of a single mode EM-field (or a
one-dimensional harmonic oscillator), we have the displacement operators:
ﬁ(a) = exp (aaT — a*a). The set of all displacement operators forms a Lie
group acting on the space. Then all we need is some ‘reference’ state, which
may be particular to the problem. Different choices of the reference state
will generally create a different set of coherent states. After this choice, co-
herent states are simply the displaced reference states. In other words: the
set of coherent states is the orbit of the reference state under the action of
the Lie group. Again, in the case of Glauber coherent states, we choose the

1A Lie group is a group in which the group elements can be smoothly parameterized.
The group of translations and the group rotations of a space are prime examples of Lie
groups.

2This discussion is highly simplified and intended to give a general idea of generalized
coherent states. For a more rigorous and much more detailed treatment of coherent states
in general, see [ZFG90]
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z
A

X

Figure D.1: Definition of the spherical coordinate angles.

vacuum state |0) as our reference state and the set of coherent states are the
states |a) = D()|0) for all a € C. If we had chosen a number state |n) as
our reference state, yielding displaced number states as our set of ‘coherent
states’.

It can be shown that generalized coherent states generated this way obey
two familiar properties:

1. They are non-orthogonal (except perhaps on a set of measure zero)

2. They are overcomplete and satisfy a closure relation:

/daz|x><x| x I

D.2 Coherent states of the rotation group

The most used form of coherent states, after the Glauber coherent states,
are obtained from considering a spin j system. The Lie group is the group of
rotations and the reference state is a state of mazimum angular momentum
along some direction, say |7,7). These states are called spin coherent states
(SCS’s)? and were originally introduced by Radcliffe [Rad71] and Arecchi et
al [ACGTT72| at around same time the construction of generalized coherent
states was introduced.

SCS’s are rotations of the state |7, j), which is an eigenstate of &, - J = J,
corresponding to the maximum eigenvalue m = j. Rotated versions will

—

naturally be eigenstates of the angular momentum along some direction (7i-.J

3These are also often referred to as atomic coherent states, and sometimes as angular-
or Bloch coherent states.
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corresponding to the maximum eigenvalue j. We can therefore represent each
SCS as a point on a sphere: the point signifying the direction along which
the angular momentum is maximal. There are three representations that we
will often use to specify such a point:

1. By the spherical coordinate angles (6, ¢), as in figure D.1. The SCS is
written |6, ¢).

2. By a unit vector 7= (sin 6 cos ¢, sin @ sin ¢, cos #). The SCS is written

.

3. By a complex number w obtained by stereographic projection from
the south pole, see figure D.2. The triangle formed by the south pole,
the point (0, ¢) and the origin is equilateral with base angle /2. By
elementary trigonometry, considering the right triangle formed by the
origin, the south pole and the projected point w, we have |w| = tan g.
It is also not hard to see that arg(w) = ¢. So we have the correspon-
dence:

The SCS is then written as |w), where w can take values in the extended
complex plane CU{oo}. The point at infinity corresponds to the south

Figure D.2: Stereographic projection from the south pole. The point (6, ¢)
on the sphere is mapped to the point w = tan gei‘z’ on the plane. Geometri-
cally, w is the intersection of the plane with the line through the south pole
P and the point (0, ¢)
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pole on the sphere. Projection from the south pole is taken as to
generalize known form cos §|0) + sin 2¢??|1) for the Bloch sphere.

D.3 Representing rotations of the sphere

As mentioned before, all SCS’s are rotated states of |7,7) (|€%) or |0) in the
vector and complex notations). An arbitrary rotation can be given by a
composing 3 rotations. First a rotation of v about the z-axis, followed by a
rotation of 8 about the y-axis and finally again a rotation about the z-axis of
angle a. The three angles are the Euler angles. Alternatively we can specify
an axis 77 and an angle 1 over which to rotate. For calculational purposes it
is useful to know how the representations 7, and w act under a rotation.

We start by finding an expression of where the vector 7" goes after a rotation
about 77 and angle 1. We call the rotated vector 7. First we note that,
unless 7 and 7i are parallel, the three vectors @ and 7 x 7 and 7 — (7 - )7l
form an orthogonal basis. The expansion of 7 in this basis is simply*:

7 = cos (7 — (7 @)iT) + sin(t x 7) + (7 @)7d

= cos 7 + (1 — cos ) (7 )7 + sin (77 X T)

From the theory of spins and representations groups of rotations, we know
that a rotation can be represented by an SU(2) matrix:

o= 5 L) lePrise= o.1)

The rotation about axis 7 and angle 1 is represented by:
U = exp (—iwﬁ . 3/2) = cos %I - isin%(ﬁ - 3)

Rotation of the unit sphere leads to a transformation of the complex plane
through stereographic projection. The corresponding transformation is a
unitary Mébius transformation. The Mébius transformation corresponding
to equation D.1 is:

folw)=w' = S0 JaP o aP =1

Tt is easy to see when you compare with a rotation about the z-axis where the image
is 7 = cos &, + sinéy, + (7 €:)€,. The vector @ plays the role of the z-axis and @ x 7
and 7 — (7 - 7)7 span the plane perpendicular to the rotation axis.
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D.4 Expressions of spin coherent states

As mentioned before, all SCS’s are rotated states of |7, ) (|€;) or |0) in the
vector and complex notations). An arbitrary rotation can be given in terms
of the three Euler angles:

R(a, B,7) = exp(—ia].) exp(—ifJy) exp(—iv.J.)

We can rotate the state |7,7) on the north pole to |6, ¢) by the rotation
R(¢,0,—9), so: )

|97 ¢> = R(¢7 97 7¢)|J7]>
To find the coefficients (j, m|6, ¢) we note that:

(3,ml|0,¢) = (G, m| exp(—ipJ:) exp(—if.Jy) exp(idJ:)|5, j)

iy (D.2)
— (00 )dgn’j(g)

where dznm,(ﬂ) = (j,m|exp(—ifJy)|j,m’) is the small Wigner d-matrix.
The general expression is [Ros67]:

B (B) = G+ NG = m G+ (G — m)1]2(c0s 5%

(1) G\ gy
Xg(j-l-m—S)!s!(m’—m—i—s)!(j_m,_s)! (0082) <s1n2>

where the sum over s taken such that no factorials of negative numbers occur.
Fortunately, we don’t need the entire expression as we are only interested in
the case where m’ = j. We get:

. 2j 1/2 g\ i+m 9 j—m
j _ Z in —
& (0) = (j N m> <cos 2) (sm 2> (D.3)

With the coefficients in hand from equations D.2 and D.3. We can write
down the expansion of |6, ¢) in the basis {|7,m)}:

J .o\ 1/2 Jt+m Jj—m
_ 2j 0 e iG-m)é| ;
10, ¢) = Z (j n m> [cos 2] [sm 2} e |7, m)

m=—j

Or, in the complex number representation:

1 J 2j /2
= J—m 4
w) (1 + [w[2)d m:z—j <j+m> w |7, m)
1 L (wgmytm
1

= A e o (wJ7)5,3)
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From this, the analogy with the Glauber coherent states becomes apparent.
To further the analogy, let’s find the SCS counterpart to the displacement
operator in terms of the ‘creation’ and ‘annihilation’ operators J_ and J,:

R($,0,~¢) = exp(—i¢J.) exp(—i6.J,) exp(ip.J:)
= exp —iH(jy cos ¢ — Jp sin qb)} = exp(aJ ™ —a*J")

Where in the last expression o = %Hei‘z’. Another way to write the SCS is
therefore:

0, ¢) = exp(ad ™ —a”J¥)|j.j),

which resembles the expression for the Glauber coherent states:

la) = exp(ad’ — a*a)|0)

D.5 Properties of spin coherent states

As mentioned before, the SCS’s share some properties common to the famil-
iar Glauber coherent states. One is that they form an overcomplete set. The
overlap of two coherent states |z) = |6, ¢) and |w) = |0, @) is given by:

B (14 w*z)? J
wie) = | T 1)
_ (i(¢6=¢)i L6~ 0 cos - ) icos 2(0 + ) sin - )|
=e [cosz( — )cos§(¢—qb)—zcos§( + )81n§(¢—¢)

And their modulus square can be written in a geometrical and coordinate-
independent form:

B 1477 \% 1\
e S I C T O (D.4)

where © is the angle between i and 7. Geometrically, 1+§'Fl is half the

distance from the center of the sphere to the chord joining the two points.
The SCS’s satisfy a (non-unique) closure relation:

7

2j +1 B
2 [ agio.0)(6.01 =1

Sa

For the corresponding relation on the complex plane we compute the Jaco-
bian of the transformation:

Ad%w
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25 +1 lw)(w|
dw =1
7 / e D

The physical relation between the vector 7 of the SCS |F) and its angu-
lar momentum is neatly expressed by the expectation value of the angular

momentum vector operator J = (J,, Jy, J.):

AT = 7

D.6 Spin coherent states in N-qubit systems

For a spin 1/2 system (or more generally, a qubit), every state is a spin
coherent state. For higher values of spin, this is obviously no longer true.
When we combine N spin 1/2 particles, the total angular momentum j can
take values from O or % (depending on whether IV is even or odd respectively)
to N/2 in integer steps. The subspace of jmar = N/2 is non-degenerate and
is precisely the symmetric subspace® H() of the total Hilbert space. This
follows immediately by realizing that |jmaez, Jmaz) is the product state where
are spin are ‘up’ in the z-direction. This state is symmetric and the other
|imaz, m) states are generated by application of the (symmetric) lowering

operator J_ = ZJ , where J() acts only in the subspace on the i-th
particle. A calculation quickly reveals that |jmez, m) is the symmetrized
state where 7 + m spins are ‘up’ and j — m are ‘down’. For example, when
N =3: 3 3

—, =) =000

15050 = 000)

= (1001) + [010) + [100))

-

3 _71> = \}g (1011) + [101) + [110))
3 3
S Yy =y

These are exactly the projections of the computational basis states {|z1z2 ... zn)}
(see section 1.2) onto H) . Therefore the subspace of maximum j is precisely

the symmetric subspace®.

Every coherent state is obtained by a rotation of |jmaz, jmaz) = [0)EV. AIf

the unitary representation of the rotation on a single qubit is given by U,

5A symmetric state in this context means unchanged under any permutation of the
particle states.

5This observation allows one to treat N-boson systems as an equivalent spin system
with j = N/2. The fictitious spin states |j, m) are called Dicke states and were introduced
in Dicke’s paper on superradiance [Dic54].
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then in the N-qubit system it takes the product form U®N . If the rotation
maps the North Pole to the general point 7, then:

lmaz, 7) = UEN|0)2N =[S

Therefore, every coherent state is a symmetric product state”. Conversely, a
symmetric product state must be of the form |¢)®V. Since every qubit state
is a coherent state |7) for some 7, every symmetric product state is also a
coherent state®. This is a feature of the ‘classicality’ of coherent states. The
Glauber coherent states can be characterized as ‘states of minimum’ uncer-
tainty: they obtain the bound of the Heisenberg uncertainty relation for the
quadrature operators £ and p. Coherent states are in a sense the most classi-
col quantum states. It is interesting that the SCS’s are classical in the sense
that, for composite systems, they are all non-entangled states. Furthermore,
every state that is orthogonal to all symmetric states is entangled. To see
why this is so, consider that for a product state |[¢) = [51) ® --- ® |§n) and
a coherent state |R) = | ®V we have:

N
(Rlv) = [ [(75)
i=1
It is always possible to find an 7 different from —§; for ¢ = 1,..., N to

make the inner product nonzero. This means that |¢) does not lie in the
orthogonal complement of H()?.
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